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Abstract
TheHistorical Dictionary of Brazilian Portugueq¢iDBP), the first of its kind, is
based on a corpus of Brazilian Portuguese (BP$ tieain the sixteenth through the
eighteenth centuries (and some texts from the beggrof the nineteenth century),
being developed under the sponsorship of the Baazilinding agency CNPq
(Conselho Nacional de Desenvolvimento Cientifideeenologico). It is a three-year
project that started in 2006 to fill a gap in Biiazi culture with a dictionary
describing the vocabulary of Brazilian Portuguesenfthe beginning of the country’s
history. The corpus totals more than 3,000 texth approximately 7.5 million
words. Our working corpus, i.e. the corpus alreaabcessed by the corpus
processing system UNITEX (http://www-igm.univ-miv-funitex/), is coded in
Unicode (UTF-16) and totals 1,733 texts, 57.1 Mi&J 4.9 million words. A
difficulty in dealing with historical corpora to g out lexicographic tasks is the
identification of all spelling variants of a specitvord, since spelling variation
distorts frequency counts, a usual criterion tecedlictionary entries. In our project,
another challenge is to select all variants ofcéi@hary entry that are in the corpus to
illustrate the absence of an orthographical systetihe aforementioned centuries and
to provide example sentences for them. This papeyduces both an approach based
on transformation rules to cluster distinct spellrariations around a common form,
which is not always the orthographic (or modermjrfpand the choices made to build
a dictionary of spelling variants of BP based agsthclusters. Currently, we have
forty-three rules manually developed, which gerextdt2,189 clusters of spelling
variants, totalling 27,199 variants from our wokkicorpus. After a careful analysis of
these clusters, we adopted the DELA format to bouiddictionary. The BP
dictionary of spelling variants enables sophisédagearches in the historical corpus
using UNITEX, giving support to build the main datary of the HDBP project.
Moreover, the variants of a given word can be deatasing an application named
Dicionario we have developed to display dictionaries in DEbAnat. As we also
use Philologic (http://philologic.uchicago.edu/imdghp) to support the building of
the HDPB, we carried out a comparative evaluatietavben our approach to cluster
distinct spelling variants and AGREP (http://wwwi¢g.de/agrep/), which is used in
Philologic to check for similar or alternative dpeis.

1. Introduction

This research is part of tlitistorical Dictionary of Brazilian Portugues@¢iDBP)
project, in which we have built a Brazilian Portega corpus of texts from the
sixteenth through the eighteenth centuries. Orgagizuch a historical dictionary
required a comprehensive and time-consuming asatysiocuments, published
texts, and manuscripts produced by eyewitnessibetearly stages of Brazilian
history. One important difficult to compile the pois derived from the absence of a
press in Colonial Brazil, which had a precariousiownication system. Only after



1808, when fleeing from Napoleon’s army, did thetéguese monarchy transfer the
government of the Portuguese empire to Brazil amgtoved communications. There
are also peculiarities concerning language thatbda considered, such as
biodiversity and the multifaceted cultural traditsofrom different regions of the
country. To implement the project, we set up a netvof researchers from various
regions of Brazil and Portugal, including linguistsd computer scientists from
eleven universities. This team comprises eightddh f@searchers, with
complementary skills, and twenty-three graduatelwartergraduate students.

This project will fill a gap in Brazilian cultureith a dictionary describing the
vocabulary of Brazilian Portuguese as of the bagomof the country’s history. At

that time, the Brazilian language was still depetdgon European Portuguese, even
though some vocabulary was already forged on tiesaf the Atlantic. On the one
hand, speakers of that early period faced a wodtkrally and culturally different
from what was known in Europe; therefore, they et designate referents of this
new universe that were hitherto unnamed using wotdse Portuguese linguistic
system. The hundreds of native languages then spokgrazil had their own
vocabulary for designating elements of the Brazifeuna and flora, but these words
did not exist in European Portuguese. On the dthed, habits and institutions
gradually began to form in this new society witfusion of new cultures, resulting in
new words that were different from those used @Rbrtuguese metropolis. A careful
analysis of texts about Brazil written by Brazikamor by Portuguese who were
transferred to this country, allows us to explard anearth the vocabulary repertoire
used from the sixteenth through the eighteenthucerst Once this task of finding and
recording such data in dictionary format is comgdlethe results of this research will
be made available to the Brazilian society and Isch@f Brazilian studies.

To build the corpus we collected documents in mudchives and libraries all over
Brazil and also in Portugal. The corpus totals mbas 3,000 texts with about 7.5
million words. Our working corpus, i.e. the cor@iseady processed to work with the
corpus processing system UNITEX, totals 1,733 tek& million words and 57.1 MB
(we are using Unicode (UTF-16)). To process thigdaorpus, we have faced the
typical problems one is likely to encounter whealohg with old documents, starting
with text digitalization. J. Rydberg-Cox (2003) aRdSanderson (2006) state that, in
historical texts of Latin, Greek and English, tontien just a few languages, broken
words at the end of lines are not always hyphenatedd breaks are not always used;
common words and word-endings are abbreviated mathistandard typographical
symbols; uncommon typographical symbols are peveaaliso in non-abbreviated
words; and spelling variation is common even witiie same text. We encountered
the same problems in the HDBP project.

Particularly, the non-existence of an orthograghsgatem in the aforementioned
centuries generated a Babel of graphic systemd, msthe many different scribes or
copyists who wrote those texts. This problem is &ged by large-scope digitization
initiatives, such as Google Search Bapkehich are collecting vast quantities of
searchable historical material, making the probéift from scarcity to abundance,
according to Rosenzweéigrhis new scenario will motivate researchers tolaplLP

! http://books.google.com/
2 http://chnm.gmu.edu/resources/essays/scarcity.php



(natural language processing) tools to historiedhCrane and Jones, 2006).
However, some problems will appear in this endeavéiust of all, the large amount
of spelling variants of a word makes it difficutt ise successfully standard indexing
techniques for Information Retrieval (Hausell, 2007; Ernst-Gerlach and Fuhr,
2006; Braun, 2002) and NLP tasks such as namety entraction (Crane and Jones,
2006). Second, it is useless to apply corpus atinottools trained on contemporary
language data to historical texts, since they mall deal with spelling variants of the
same word (Raysoet al, 2007).

More recently, several research projects dealinlg &nglish, German, French, and
Portuguese, to mention just a few languages, haheded the problem of spelling
variation in historical corpus on their agendasyd®a, Archer and Smith, 2005;
Archeret al, 2006; O'Rourket al, 1996; Hirohashi, 2005). One of them has
developed a tool named VARD (VARiant Detector) &eitt and normalise
automatically variants of English language to timeadern form (Rayson, Archer and
Smith, 2005; Archeet al, 2006, Raysost al,, 2007). This solution includes a pre-
processor for detecting historical spelling vasaand inserting modern equivalents
alongside them to avoid the need to retrain eanbtation tool that is applied to the
corpus. On the other hand, the part-of-speech (P&t developed to annotate the
Tycho Brahe corpdsadded historical variants to the POS tagger lextocdeal with
original (historic/ancient) spellings found in Raytiese texts written by authors born
between 1435 and 1835. Later, in the scope of ylobd Brahe project, researchers
developed a methodology to normalise automati¢hyspelling variants of the
corpus (Hirohashi, 2005), which served as a basithfs research. In section 2, we
will review these and other approaches, such asdb®f AGREP by Philologic to
check for the similar or alternative spellings arsé query has, and the RSNSR
(Rule-Based Search in Text Data Bases with NondstahOrthography) system
(Archeret al,, 2006), which focuses on finding and highlighttBgrman spelling
variation.

Therefore, the aim of this paper is twofold. Thestfis to introduce an approach based
on transformation rules, i.e., letter and stringaeement rules to cluster distinct
spelling variations around a common form whichas always the orthographic (or
modern) form. The second is to explain the fornmak the choices made to build a BP
dictionary of spelling variants based on the geeeralusters. Differently from the
approaches mentioned above to normalise varidr@qurpose of the system
presented in this paper, nan@dconf (Sistema de Apoio a Contagem de Freqgliéncia
em CorputSupport System for Frequency Counting in Corpigsp support both the
detection of spelling variants and the formulatodmew transformation rules. Section
3 describes our approach to cluster the spellingnte of a word showing a) their
frequency in the corpus, b) the different typesransformation rules, and c) the
reports the system generates to give support ttattkeof evaluating the new
transformation rules. In Section 4, we report apegxnent to compare Siaconf to
AGREP, which is used in Philologic. Section 5 expahe building of the Brazilian
Portuguese dictionary of spelling variants. Anaafiy, our conclusions and proposals
for future work can be found in Section 6.

3 http://www.ime.usp.br/~tycho/relatorios/2000-2(WL 01.html
4 http://www.ime.usp.br/~tycho/



2. Related works

The VARD tool was developed to detect and normagssling variants to their
modern equivalents in running text (Rayson, Arcrat Smith, 2005; Archeat al.,
2006, Raysomt al, 2007). It focuses on the English language arsltveaned on
sixteenth to nineteenth-century texts. VARD doetsmake destructive changes in a
corpus. Each normalisation is carried out addingmuXML tag that preserves the
variant form found in the original corpus. This reakhe use of automatic corpus
manipulation tools easier, without destroying tistdrical features of a text. Its
current version uses a combination of several Istguresources manually developed
and techniques derived from spelling checkers,aascbring mechanism to select
preferred candidates. The techniques and soureeScamdEx and several edit
distance algorithms, a list of 45,805 variant foransl their modern equivalents, a
small set of contextual rules in the form of waethplates and POS tags, and letter
replacement heuristics built with the help of &dikvariants and equivalents to
reduce the overhead to compile new lists of vasiamhew corpora. Tools with the
same purpose as VARD depend much more on highgmwadhan on high recall.
Indeed, a performance comparison of VARD to MS-Wamdhe Lampeter corpus of
Early Modern English Tractsexts demonstrated that VARD is much more effectiv
than MS-Word. VARD'’s accuracy can be attributedtsananually built
regularization table (Rayson, Archer and Smith,3)00

To normalise automatically a corpus, Hirohashi @Qfroposes a

methodology that uses supervised machine leareictgniques with indirect
effectiveness evaluation. This evaluation is basethe variation of tag precision in a
reference corpus. The normalising system is contposthree modules, one for
generating transformation rules, one for trainimg mormaliser, and the last one for
applying the trained normaliser (Figure 1).

Reference

Normalising Candidate Texi
Dictionary Rule Rules
> Generato Selected
Normaliser| Rules
Training Phase Training
Nor malisation Phase Less normalised v More
text Variant normalised text

»| Normalisation >

Figure 1. Training and Normalisation in Hirohastsistem (2005).

Hirohashi’'s methodology is based on transformatides that normalise words
replacing strings of symbols. The first modulels system is a generator of
candidate replacement rules through the combinatiovord substrings from a
previously built lexicon, in which word pairs cosisof the modern form and its
variant. This module generates a large amountitilinules, but the following
module removes most of them. The second moduleigraining one. It verifies the
effectiveness of all candidate rules and selest#haet of such rules through the
following process of indirect evaluation:

® http://khnt.hit.uib.no/icame/manuals/LAMPETER/LAM®ME.HTM



1. The corpus is submitted to a process in which ¢péacement rule is
applied to the text. This rule replaces charadtergs, but does not
alter the order or the number of words in the text.

2. The corpus is processed by a POS tagger. Hiroliaskii the Tycho
Brahe taggéron a text from the Tycho Brahe corpus
3. A post-processor undoes the alterations carriedbpthe training

module using the candidate rule, keeps the taggengrated by the
Tycho Brahe tagger, and restores the original text.

The tagged corpus generated by these three stgpsrns compared with a manually
tagged reference corpus. Since the Tycho Brahetaggpelling-sensitive, a better
tagging efficiency means that the candidate ruteghly effective. On the other hand,
a worse tagging efficiency means the candidateisditle effective. Each candidate
rule is considered individually. Their high or leffectiveness does not affect the
evaluation of the following rules. The corpus ubgdhe training module in step 1 is
always the original corpus. The last module isrtbiamalising module, which carries
out the normalisation of text itself, applying et of rules previously selected in the
corpus. The order for applying the rules depentidyson the order in which the
candidate rules were built based on the lexicoms ¢&n pose a problem, since the
final result of normalisation depends largely oa tinder of rule application, which is
not trained by the system. The system evaluatioh @ne of the texts from the Tycho
Brahe corpus selected seventeen candidate ruleseas) for example, the word Jair
“elegancia” “elegancia”, which was in the NormaligiDictionary (see Figure 1), has
alone generated eighty-four rules.

The project RSNSR (Archet al, 2006; Ernst-Gerlach and Fuhr, 2006) is an
interdisciplinary attempt to support the conseaf cultural heritage, whose aim is
to provide means to perform a reliable full-texared in documents written before the
German unification of orthography in 1901. In thisject, researchers developed a
search engine to retrieve historical documentgxperts and interested users who are
not language experts. RSNSR uses a rule-based $eazgh engine to retrieve text
data independently of its orthographical realizatibhe rules adopted derive from
several sources, such as statistical analysesyibatmaterial, and linguistic
principles. As the web-based system focuses omnignaind highlighting historical
spellings, its demand for recall is much more inigpairthan precision. Archet al
(2006) describe the automatic process to gendrateansformation rules in this
system. The process is similar to Hirohashi’'s apping since it is also based on a
dictionary of word and variant. However, RSNSR usigdets (contemporary word
form, historic variant form, and frequency of spalvariant in the corpus). When the
process for generating automatic transformatioasrwlas compared with two other
approaches (manual rules and variant graph) (E3esgfach and Fuhr, 2006), the
automatic rules achieved a slightly inferior fregog but a recall that is nineteen
percent better than the variant graph.

® http://www.ime.usp.br/~hiro/normatizador.tar.gz

" http://www.ime.usp.br/~tycho/

8 The word pairs in the dictionary have this fornard/“x” with modern spelling followed by word “x”
with old spelling.



Agrep (approximate grep) is a fuzzy string seargirogram, developed by Udi
Manber and Sun Wu (1992). Agrep selects the bétsiesalgorithni for a query from
a variety of well-known fastest string searchingpaithms, including Manber and
Wu'’s bitap algorithm, based on Levenshtein distantee others are mgrep,
amonkey, mmonkey. Agrep is used in Philologic samiy searchers to check for
similar or alternative spellings for a query, giwenollection of texts. Figure 2 shows
the results of a search with the word “giboia” {ladkof snake) in our working corpus
that returned five matches: four of them are reaiants; one is the plural form
(giboias).

p%toslc

Welcorne to PhilaLogic

home the ARTFLproject download documentation sample databases

Found 5 matches, shown with frequencies in entire database.
Selectwords to zearch in the entire database Select output options and biblingraphic criteriz below.

sEARCH |or cLesr |

r gibaia
r giboias
r gibaja
r giboya

= Th = L \o

r gybaoia

Figure 2. Search results using Philologic simijasiéarchers.

3. Our approach: a processto support the spelling variation detection

Our approach consists in applying a series of toamation rules, with the same
format as those proposed in Hirohashi (2005), list @f single words from a corpus
aiming at grouping different spellings around a ocaon spelling. Grouping spelling
as described, the system that implements this appns able to establish a relation
between different spellings. It is expected that thlation shows spelling variation
for any given word.

The system we developed is named Siaconf (Siste#gdio a Contagem de
Frequéncia em Corpus/Support System for Frequepnayiihg in Corpus) and was
built in PERLY. It is freely availabl&, although its documentation is only in
Portuguese. This system processes a corpus fronitiahlist of rules, built by
diachronic linguistics or by an expert who baseswork on diachronic linguistics,
and makes available three main types of detailpdrts:

a) groupings/clusters including spelling variarftthe same word;

b) information on the rules applied; and

® http://www.tgries.de/agrep/#ALGORITHMS
10 http://www.perl.com/
™ http://moodle.icmc.usp.br/dhpb/siaconf.tar.gz



c) a list of non-processed words.

The grouping used in our research is different ftbennormalisation approaches
mentioned in Section 2 ((Hirohashi, 2005) and tWdRD tool), because we are not
trying to find the orthographic equivalent of aieat that belongs to the corpus,
although this happens in most of the cases. Ftanos, the words “chad” and
“chado” (variants of floor) are grouped arounddpelling “xam”, which currently
does not exist in Brazilian Portuguese (see Figwr®n the contrary, our aim is that
the groupings reduce the impact of spelling vasirabn the frequency count and that
the content of groupings allow for a study of spglivariation in the compiled
corpora

chao,xam
chad,xam
Xa0,Xxam
cham,xam
chado,xam
Xam,xam

Figure 3. Example of cluster in Siaconf, which gresix words of the working corpus (first strindgs o
entries above) with the word xam (second stringrifies above).

Initially, we define a set of rules that are apglie the corpus. Based on the analysis
of the three detailed reports, and especially efish of non-processed wordgem

C), it is possible to devise new transformatioresullThe detailed reports help the
expert to understand the groupings generated brutes, to check for mistakes made
by the system, and also to find out the casesatfeamot covered by the rules adopted.
The rule generation is iterative and, at the enth@fprocess, it is possible to build a
dictionary of spelling variants. Figure 4 illuseatthis process.

Non- | generate new
processed d rules
-
A 4
analyse . apply rules
reports

| N —

Groupings of
variants

Figure 4. lterative process for detecting spelliagants in a given historical corpus.

Figure 5 shows four examples of clusters resultiogn the application of Siaconf to
our working corpus. The report of groupings/clust@em a) shows the word/spelling
that groups actual examples from the corpus antbthefrequency for the cluster.
For instance, the cluster “apelido” (nickname) 8@sxamples of actual words from
the corpus, as discriminated in the table belogetioer with their individual



frequency. Observe that, in this case, “apelid@ls® a word from the corpus and a
word currently spoken in PB, differently from theaenple in Figure 3.

apelido (90) nam (37,100)
appellido (48) nao (33,684)
apelido (30) nad (2,652)
appelido @) nam (439)
apellido (5) nao (325)
mais (23053) vila (5,218)
mais (22,918) villa (4,073)
majs (67) vila (1,113)
maes (38) vyla (13)
mays (30) vjlla (9)
vylla (9)
vjla (1)

Figure 5. Examples of spelling variations in “ageli (nickname), “mais” (more), “ndo” (not), and
“vila” (village), in the report of groupings.

In the following sections we present different pant our research: in Section 3.1, the
details of the building of the DHPB corpus; in $&ct3.2, the format of
transformation rules used in Siaconf; in Sectid) the six types of adopted rules to
subclassify the forty-three initial rules; and iecBon 3.4, the process to develop a
new rule, using the system’s resources.

3.1 Working corpus

The current version of the DHPB corpus is compaxdeld 733 texts, written by
Brazilian authors or Portuguese authors who hawellin Brazil for a long time. The
texts selected for our corpus include, for instadesuit missionaries’ letters,
documents of thbandeirantegmembers of the exploratory expeditions which
pushed the Brazilian borders far into inland are&gports oksertanistagexplorers of
Northeastern Brazil), and documents of the IngoisitAll documents were collected
in their original versions or in digital format (FDiles composed of images). During
the stage of corpus compilation, the texts ardaliged and pre-processed according
to the flowchart shown in Figure 6.

Manuscripts H Keyboarding

Printed
material

Cleaning
and
annotation

Scanning

PDF image
files

Conversion

Figure 6. Stages of compilation of the DHPB corpus.

Manuscripts are manually keyboarded, whereas @iliginnted documents are
processed by OCR (Optical Character Recognitiorg,RDF files are converted into



TIFF files before OCR. Texts are coded in Unicodd-t16, which makes possible to
preserve symbols commonly found in Brazilian hist@rtexts that fell into disuse
over time, such as the symbol “long §. (Next, the texts are submitted to a
semiautomatic cleaning and annotation processclEaming consists of removing
from the texts undesired parts such as headertgré@nd line numbers. The
annotation is made on text metadata, such as astieone, page numbering, and
document’s title. Then, the corpus is ready to $dun corpus processors such as
UNITEX (Paumier, 2006) and Philologic. Table 1 slsafetails about the
composition of our corpus.

Centuries
Data
Texts 11.16% 27.64% 52.06% 9.13%
Sentences (approx_) 28.99% 15.94% 43.17% 11.90%
Words 18.68% 20.67% 47.68% 12.98%

Table 1: Distribution of texts by century.
3.2. Theformat of transformation rules

The transformation rules adopted in our approaetregular expressiotfs A

transformation rule is a triple€(l C2 $, whereC1 andC2 are regular expressions

andSis a stringC1 determines the rule’s coverage criterion, i.ee,fdrmsW, of the

corpus will be processed by the ruB2 determines a substring in eash, which will

be replaced b For example, the rule “(e[ao] e el)” is appliedfallows:

1. Clis tested against every form of the corpus anttices the rule

application those that contain the substring “en’th® substring
“en”, for example, “ald€a(variant of small village).

2. C2 determines the substring that will be replaced,efcample, in
the letter “e” in “ald@”.
3. Sdetermines the replacement string (“ei”), useddnerate the new

form, for instance, “aldeia” (small village).

After applying the different rules, several speBi®; result in a new spelling.

Thus, it is possible to infer that the spellifigsare variants of the same word. For
instance, the rules (Il, Il, I) and (y y i) can &gplied, respectively, to the spellings
“vyla” and “villa”, resulting in a new spelling “l&”. Therefore, they have a great
probability of being variants of the same wordatfdition, more than one rule can be
applied to a given spelling, as shown in Figure 7.

Words Rules applied Spellings
generated

CHAO ch ch x "xad"
ab ad ao "xao"
[*r][ad]o$ [ad]o am "xam"
CHAAO ch ch x "x&0"
adaaa "xado"
[*r][ad]o%$ [ad]o am "xam"

Figure 7. Grouping of CHAO and CHAAO (variants lofdr) around spelling XAM.

12 http://www.regular-expressions.info/



During this process, all rules are applied agafigingle forms in the corpus,
generating a set of new spellings Each new spelling represents a grouping of
spelling variations. It is worth mentioning thaetspellingsH; are not orthographic,
i.e., the results from the process described areewessarily the normalised versions
of a word.

3.3. Rulesand groupings used

Currently, we are using a total of forty-three stmmmation rules, described in the
following sections. After applying them in our warg corpus, we identified 27,199
spelling variants, in a total of 12,189 word grags.

3.3.1. Rulesfor spellingsthat fell into disuse

Brazilian Portuguese have abandoned some lettetsdemaphs over time, as the

letter “y”, which was replaced by “i”. Four rulesme within this scope. They are:

1. Replacement of “y” by “i” in every context.

2. Replacement of “ph” by “f” in every context.

3 Replacement of the grave accent (°) by the acutera¢’) over vowel “0” (0
- 0).

4, Replacement of “th” by “t”.

3.3.2. Rulesfor double consonants

Menegatti (2002) examines the occurrence of doualie occlusive and fricative
consonants, often used to represent the streslablsyy authors who did not adopt
the traditional diacritic marks for this purposecB double consonants can be
removed and replaced by a single instance of time $etter. The rule below
illustrates how to manage double consonants:

« ff > fin every context.

Similarly, we developed rules for cases of ppsdt,bb, dd, gg, vv, uu, and zz. In
addition, based on the analysis of the double awasis in the corpus, we set rules for
dealing with mm, nn, and I, totalling thirteeneslto be applied to doubles
consonants.

3.3.3. Rules generated according to the orthographic norm

It is impossible to apply automatically severatteg modern orthographic norms

without knowing the “misspelled” word. Many orthegshic norms depend, for

instance, on the stress of a word — which cannatfieered without understanding the

semantics of the spelling under study. Even so,yeéthem provide invaluable

rules, such as that which establishes the use bbfrfn” before consonants. Six

rules come within this context:

1. Replacement of “m” by “n” when followed by consotsnther than “p” or
“b”.

2. Replacement of “n” by “m” when followed by “p” ob”.



3. Replacement of “ad” (spelling that indicates a hasand) by “a”.

4, Replacement of “ad” by “ao”.

5. Replacement of the grave accent over “a” (a) byathde (&), except when
it is at the beginning of a word.

6. Replacement of suffix “aes” (used in some histadriezats to indicate plural)
by “ais”.

3.3.4. Rulesbased on frequency

Some rules were developed with the sole purpogeonfping spellings, with no
intention of transforming them in modern spelling.rules shown in this subsection
derive from Menegatti (2002) and were validatedun working corpus.

1. Replace “chr” by “cr” in every context.

2. Replace “ch” by “x” in every context. In Portuguetiee digraph “ch” and
the consonant “x” have the same sound. Although i&ktill used, there
are few words or no word in our corpora that afeedentiated by these
symbols (e.g.: “cha” (tea) and “x&”).

3. Replace “ee” by “é” in every context.
4, Replace “he” by “€” in every context.
5. Remove the mute “p” from the consonant cluster.“githough this may

cause undesired groupings (such as “apto” and ) a8 analysis of reports
has been showing that it is a beneficial rule.

6. Replace the consonant cluster “mpt” by “nt” (fomexple, “redemptor” and
“redentor” (redeemer).

7. Remove the mute “c” in the consonant cluster “ct”.

8. Replace “v”’ by “u” when it is the last letter ofasord (e.g.: “rev’-> “reu”).

9. Replace the consonant “” by the vowel “i” when qgeded by another
consonant.

10. Mark with an accent the first “i” in the suffixegs$imo”, “issima”,
“‘issimos”, and “issimas”.

11. Replace the consonant cluster “mn” by consonant “n”

12. Add the tilde to nasalize the suffix “oens”.

13. Replace “z” by “s” in the suffix “0z0”.

14. Replace the nasal suffixes “ao0” and “ao0” by “amag”, “sao”), except

when preceded by “r”, which can mean verb inflattjtsaberao”,
“sairdo”). This rule aims at “denormalising” nornsa&ld forms to group

more common or diversified non-normalised formghsas “sad”, “sado”,
“sdo” and “sam”.

3.3.5Lexicalised rules

These are rules developed for specific words, whrehnot grouped, by any general
rule, in spite of being very frequent in the corplise only lexicalised rule used was:

* Replace “0” by “u” in the suffix “deos” (“deus” (Cist) and “judeus”
(Jewish)).



3.3.6 Automatic rules

In Hirohashi (2005), transformation rules are gatest automatically from the Tycho
Brahe corpus. Some of these rules are reused iresearch, since they proved very
efficient in the grouping task.

1. Mark with an accent the “a” in suffix “agio” (foxample, “sufragio”
(suffrage)).

2. Replace “z” by “s” in the infix “preciz” (for exani@, “precisa”,
“precisando” (conjugated form of need)).

3. Replace “ss” by “¢” in the infix “serviss” (for era@ple, “servi¢o”
(service)).

4. Replace “z” by “s” in the infix “zente” (for examg| “presente”
(gift/present)).

5. Replace “c” by “ss” in the suffix “acem” (for examep “tirassem”

(conjugated form of take)).

3.4 Development of a new rule

The report of non-processed words generated by&ias useful to develop new
rules. In this report, it is possible to find wondih a high frequency in the corpus
that are not grouped by any rule. Based on theysisadf this report, it is possible to
find words such as “hum” (*um”) (an/a) and “humatifa”) (an/a), and formulate
rules to treat these cases, as follows:

* Remove “h” from prefix “hum”. This rule can be wah as “hum hum um”.
When a rule is included in the system, it is comsento check which words it will

affect so as to ensure its precision. The repoajpplied rules allows us to check
which words are affected by a given rule (Figure 8)

yyi
Daly -> Dali (From there)
Despoyes -> Despoies (After)
Houtrosy -> Houtrosi (Also, Likewise)
Muyto -> Muito (Many, very)
Outrosy -> Outrosi (Also, Likewise)
Pydimos -> Pidimos (Conjugated form of verb ask

Prymeyramente ->  Primeiramente (Primarily)
Primeyramente ->| Primeiramente (Primarily)

foy -> Foi (Conjugated form of verb go)
ygreja -> Igreja (Church)

Figure 8. Excerpt from the report of the applicatdd rule y vy i.

4. Evaluation

The evaluation of Siaconf by Agrep used in Philatogas not comprehensive. The
performance measurements have been performed ipaws In the first part,
twenty-three words were chosen randomly in Siasorgport of groupings/clusters,
one for each letter of the Portuguese alphabeef@xor X) plus K. These words



were applied to Philologic and the result was asedyin both systems to check
whether they were real variants or not. We useatingparative recall, a measure
employed in systems of Information Retrieval. Tabkhows precision values and the
comparative recall for this experiment. As it wapected, Siaconf's precision is the
highest possible (one-hundred percent); howevaGamming recall, Agrep’s
performance is better. Siaconf’s recall can be owed with the development of new

rules. We also intend to use both sources of gnmspio build a dictionary of spelling
variants, using words from the DHPB.

Technique True positive,  False positivrecision Comparative
recall

Transformation rules 36 0 100% 72%

(Siaconf)

Edition distance 41 196 20.92% 84%

(AGREP)

Table 2. Precision and comparative recall in a amaijve evaluation of performance of AGREP and
Siaconf.

The second part of the performance measurementbasgasl on five Siaconf clusters,
which have the greatest frequency counts. By irtgpeon the Siaconf reports, we
already knew that the most frequent words were sboyt ones. Therefore, we would
like to evaluate the effect they have on AGREPgduséhilologic. Table 3 shows, in
the first five rows, the five clusters that have thighest frequency counts. As we
have customized the similarity search in Philoldgievork with words with length
greater than two, two words of those clusters (wded (and) and “em” (in)) had to
be changed by others that are presented in therlasbws of Table 3. The last

column of Table 3 shows the normalised words ofctiesen clusters, used in
Philologic similarity search.

Clusters Frequency Normalised words, used in
Philologic similarity search
e 223549
que 183917 que (that)
em 58147
com 54617 com (with)
nam 44901 nao (not)
mais 30394 mais (more)
seu 14941 seu (your)

Table 3. Siaconf clusters which have the greateguency counts

Table 4 shows the Precision and Comparative Regsllts in the comparative
evaluation of performance of AGREP and Siaconfféew short words. In AGREP,
these words present more false positives and natge fiegatives than those results of
evaluation 1, causing AGREP precision to fall daama AGREP comparative recall

to rise. In Siaconf, these short words cause thgpaoative recall value to fall down,
since AGREP brings more true positives than Siadohécking the results that



Philologic returns is a very tiring task for lingts, since the number of false positives
is very high. However, AGREP has shown to be veeful to detect joint words and
OCR errors.

Technique True Positives  False Precision Comparative
Positives Recall

Transformation rules 7 2 77.77% 23.33%

(Siaconf)

Edition distance (AGRER) 27 217 11.06% 90%

Table 4. Precision and Comparative Recall refoitthe five words of the last column of Table 3
5. Building a Brazilian Portuguese dictionary of spelling variants

In recent years, NLP researchers were focusing shigdies on standardization during
the construction of linguistic resources. Suchistited to the achievement of the
international standards and tools we use today.dDtieese standards, DELA
(Dictionnaires électroniques du LADL), was develdpé LADL (Laboratoire
d’'informatique documentaire et linguistique, Unsigy of Paris 7, France), using the
corpus-processing tool INTEX (Silberztein, 2000ELA became the standard for
electronic lexicons in the research network RElekhese lexicons were used with
INTEX, and now are used with its open-source cayaie, UNITEX. This format
allows the declaring of simple and compound lexédties, which can be associated
with grammatical information and inflection rul@hese dictionaries are linguistic
resources specifically designed for automatic peatessing operations.

Variations of DELA include DELAF — which comprisedlected single words —,
DELAC and DELACF - for non-inflected and inflectedmpound words,
respectively. The dictionaries of single words (¥3.and DELAF) are simple lists
of words associated with grammatical and inflectidormation. The grammatical
information is mainly morphological and correspotmgender, number, degree,
case, mood, tense, and person. However, the fathoats for a gradual inclusion of
syntactic and semantic information (Ranchhod, 200h4¢ lexical entries in DELAF
have the following general structure:

(Inflected wordl,(canonical forny.(part of speecli+(subcategory)inorphological
behaviour

5.1 Customising UNITEX to deal with the Historical Portuguese Corpus

Processing a corpus for lexicographical tasks idex@asier if computational lexicons
are available, that was the reason why we adopMid EX in the HDPB project.
UNITEX supports several languages, including Parésg. Language-specific
resources are grouped in packets referred to asigdiA lexicon for contemporary
Brazilian Portuguese was included in the constounotif UNITEX-PB (Munizat al.,
2005).

13 http:/finfolingu.univ-miv.fr/Relex/Relex.html



However, due to the peculiarities of historicaltggxseveral changes had to be made
and a new idiom was created, named “Historicallurese (Brazil)”. Among the
changes made, we included characters that arengeraised in Portuguese, such as

the long g and the tilde (~). Diacritic marks differ from teemmon ones in that

they may be used with consonants. For instancaceentuateds” was common in
Historic Portuguese. Using Unicode when the texd taging compiled made possible
to include such characters. Table 5 shows the gesynbols and diacritic marks
used.

Symbol  |Description Unicode Sample

A combining circumflex accent 0302 quary (*)

~ combining tilde 0303 comandante (commander)

B combining macron 0304 cacao (cocoa beans)
combining dieresis 0308 muy (much, many)

’ combining hook above 0309 sémente (only)
Combining ring above 030A A (abbreviation of Afonso)
Combining comma above 0313 tinhad

£ Latin capital letter AE 00C6 FAEthyopia (**)

£ Latin small letter ae 00E6 grati (**)

CE Latin small ligature oe 0153 Coeteris (**)

§ section sign 00A7 § (denotes paragraph mark)

E| turned capital f 2132

[ Latin small letter long s 017f Defcobrio (find)

f Latin small letter f with hook 0192

3 Latin small letter turned e 01DD

e Latin small letter turned a 0250

(*) Indian name (**) Latin name
Table 5: Characters found in historical texts.

5.2 Entry samplesfrom thedictionary of spelling variantsin DEL A format

Figure 9 shows DELA entries that correspond toards of “apelido” (nickname).

Appellidos,apelidos.N+VAR:ms/50.0%
apelidos,apelidos.N+VAR:ms/36.36%
appelidos,apelidos.N+VAR:ms/9.09%
apellidos,apelidos.N+VAR:ms/4.54%
Figure 9: Examples of entries in DELA format.

In each entry, we have: variant, new spelling gateer by Siaconf, class of word, its
semantic attributes, information on inflection, dretjuency of variant in the corpus.
As the whole process is automatic, all entriesnaasculine-singular (MS) nouns (N).
A manual revision will be carried out later to irtsgrammatical and inflection data.

A possible change is to insert the lemmatised fofthe spelling in the proposed
structure. Searches based on the lemmatised fampaaticularly useful for verbs in



Portuguese, since they have a great number ottidtes. The lemmatised form can
be inserted in the place of the spelling generhye8iaconf:

appellidos,apelido.N+VAR:ms/50.0%
An alternative is to insert the normalised formaasemantic attribute:
appellidos,apelidos.N+VAR+apelido:ms/50.0%

The first strategy is faithful to the semanticsted DELA format. As for the second
strategy, it also preserves the form generateddgoSf.

The DELA dictionary of spelling variants is conwettto the binary format used by
UNITEX. This conversion optimises the time sperarsking the corpus and the
dictionary. The entries in the dictionary of vatmnan be looked up with the help of
a tool namedicionario, developed by one of the authors of this arti€lgure 10
shows the search for variants of the word “apelidio’s important to observe that the
variant and the new spelling are inverted when aregbto Figure 9, because of the
indexing used in UNITEX.

_[of ]|
Argquivo  Operagies
EA realizar busca: I -_.ll:l]ﬁ]
Palavra a ser procurada: |apelido | | Buscar! |
;apehdn apellido.M+YAR M= ir::
lapehdn appelido M+VYARMS E!
lapehdn apelido. N+VAR: mMms
lapelido appellido. N+YAR ms

Figure 10: Search for variants usiDgionario.

We can see that, in Figure 10, there is no infoilonaabout the frequency of each
variant in the corpus. This is due to the fact thatfrequency of variants is inserted
as comments in the DELA format, and comments amoved when DELA is
converted to the binary format. Possible solutimnghis problem are to discretise
frequencies and convert them to DELA attributes.ifstance, it is possible to define
the values “very rare”, “little frequent”, “frequérfor the intervals 0-9 percent, 11-49
percent, 50-100 percent, respectively. An exampentry with discretised frequency
is:

appellidos,apelidos.N+VAR+Frequente:ms
Discretisation is necessary because of the formT&@EXlemploys to search for
semantic attributes. The spelling dictionary cao dle used together with UNITEX

for searching the corpus. Figure 11 shows the re$tihe search for the expression
“<apelido.VAR>", which returns all variants of “alp#o”.



Unitex 2.0beta (February 26, 2007) - current language is Historical azil) = |E|ii|
Text DELA FSGraph Lexicon-Grammar Edit File Edition Windows Info

Concordance: C;\Documents and Settings \Administrador Desktopwnitex-work'Historical Portuguese {Brazilh/Corpu... n'{ & E

en 580 Paulo o tronco da familia do seu apelido. E porgue eztes papeiz eram certidies de warios
40 teve maior Sequito con 02 maiz do seu apelido, & de muitos neutrais, gque o auxKiliaram com pod
Costa, nobilissina rama do tronco deste apellido, benemerito da Fawa, & grato &4 Patria, gque j&
rosa rawma do illustrissimo tronco deste apellido, tad esclarecido, como antigo ew Portugal, de
oas do povo, as gquaes lhe haviaw dado o apellido de Joagquim "Grulha™ porque estava Sempre a rus
, & grande independencia. Foy Franco no apellido, e no animo, soccorrendo com tanta grandeza, o
Diogo Pinheiro Camarad, herdeiro do seu apellido, & do seu walor. 96 MORTE DO BISPO D. PELEQ D4
ente engenhocas. 0s reaes ganhardo este appelido, por terem todas as partes, de gque se compoen,
an algumns pilotos Portuguezes dar-lhe o appelido do rio do Maranhfos. Néo me wetto a dizer mais
u Jerafica. &' nova regido deu Cabral o appelido de Terra de Zanta Cruz, gque ao depois se mudou
conflitos mais perigosos, tewve origem o appelido de Poeyra, com que entre o vulgo era conhecido
de naglo Tobajdra, nomeado entdo com o appelido de Fouassimirim (eque gquer dizer, agua pouco ou
1641, para n'ella resplandece o honroso appelido dos seus ascendentes paternos, ficou chamando-
Flandres, da nobilissima familia do seu appelido, passou a Portugal por causa do commercio, & £
tonio chamada tambem a aldeia do Pari , appellido eue tomdra de hum pedqueno rio fque dezemboca n
foy o Capitad Domingos Affonso Certad, appellido, dque tomara em agradecimento das ricuezas, ou
res da Bahia) e3td o Forte do Barbalho, appellido de hum Caho, dque no tempo da inwaséo dos Holl

| ¥

4]

Figure 11: Search in the corpus with the aid ofdistionary of spelling variants.

The variants dictionary built in this investigatisnfreely availabl& to be used in
other research on texts in historical Portuguese.

6. Conclusions and future work

In this paper, we described a methodology to desfeelling variants in historical texts
written in Portuguese. Using this methodology, watla dictionary of spelling
variants, which is freely available, and a systemdetecting spelling variations
automatically. Our dictionary of spelling variamtas evaluated for lexicographers,
who reported some cases of variants not coveretdebyransformation rules, as was
expected, given that Siaconf has a high precigioha not so high recall. However,
developing more transformation rules and buildirdacéionary that includes the
results from AGREP can solve this problem. As atenatf fact, we are already
formulating new rules. Based on the analysis ofcthr@us and the reports, it was
possible to develop new phonetic rules. They wetdasted against the words in the
corpus yet, but we expect them to increase recdie detection of spelling
variations, with little interference in precisiorhese rules are: a) replacement®f “
(long s) by “s”; b) replacement of “g” followed Bg” and “i”; c) removal of accents
(for example, “a”, “a”, and “€"); d) removal of “uh infixes “gua” and “guo”; e)
removal of “h” preceded by “d”; f) removal of mute’ at the beginning of words.
Although this last rule is contrary to the currerthographic norm for Portuguese, the
evaluation of the reports shows that it producesiggroupings, such as “helle”,
“hele”, “elle”, and “ele” (he). We consider the appch that makes use of
transformation rules as an efficient way to despalling variations in historical
corpora, since, with just forty-three rules, weedétéd almost 30,000 variants in a
corpus of 4.9 million words, and the number of aiksts made by the system was
minimal. In addition, we have observed that, iagé number of cases, the system
generates normalised versions of the words.

14 http://moodle.icmc.usp.br/dhpb/spelling-variants.g
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