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Abstract. Document collections are important data sets in many applications. It
has been shown that content based visual mappings of documerie cime
effectively through projection and point placement strategies. An itapbstep

in this process is the creation of a vector space model, in which terms sklecte
from the text and weighted are used as attributes for the vector spaatest€p in
many cases impairs the quality of the projection due to the existence, in the data
set, of many terms that are frequent but do not represent impatacepts in

the user’s particular context. This paper proposes and evaluatestbéarstolo-

gies for content based visual analysis of textual data sets as a meanz®gém

the displays for the analysis of the collection. The results show that when the
ontology effectively represents the data domain it increases quality gs.ma

1 Introduction

The increase of the quantity of information made availabkreyear in digital form
is notorious. However, extracting value from this set obmnfiation has also become
progressively more difficult [3].

An approach to overcome this information overload is to wsd Mining for auto-
mated extraction of patterns and models from collectionamfutnents. Applying Text
Mining techniques involves a pre-processing stage, resplenfor loading, integrat-
ing, cleansing, structuring and normalizing data, usuailya representation referred
to as Vector Space Model - VSM [8]. To build a VSM represeptatieach document
is transformed into a feature vector in a multidimensiorEce. In this vector, fea-
tures are terms considered relevant found in the documdiettion, and coordinates
are some sort of weighted term count. Since this model iddinio the terms explic-
itly selected from the texts, some approaches for extenitlimgre proposed, including
ontology-based ones [2,10]. These new proposals meanltal@oot only explicit in-
formation on the document vectors, but also semantic cglshiips between the terms
in the collection of documents.

An approach to Text Mining includes Visualization techréguconfiguring a Visual
Text Mining scenario [4]. In this context, exploring a callien of documents involves
an iterative and interactive process over a graphical sgmtation of that collection. A
software tool that provides an opensource visualizatisir@nment for this process is
the Projection Explorer (PEX) [7]. PEx uses a vector spacgefto structure, compare



and calculate the distances between documents, in ordesup gnd project them onto
a two-dimensional space in such a way that similar docuraetplaced closely in the
final display, according to the chosen distance measure.

In this paper we evaluate the extension of the vector spaateinbased on the
use of ontology, for Visual Mining purposes. For that, PExsvaalapted with a new
vector space construction engine, which considers coaa@t synonyms instead of
only terms. One case study was performed to visually comglifexent projections of
the same document collection — with and without the use ofadorspecific ontologies.

The remaining of this paper is organized as follows: Sec®igmesents the vector
space model, some of the proposals for its extension — dlyesigology-based ones
— and an overview of the PEXx tool. The case study performedtaildd in Section 3,
which also presents the evaluation of the results; finalidenations are presented in
Section 4.

2 Related Work

Currently, visual exploration of document collections i®pic of interest to the scien-
tific community. Two of the challenges of visualizing docurheollections are the lack
of an explicit 2D or 3D representation of the documents ardigh dimensionality of
the data [3]. In VSM [8], also known as “bag of words”, each wiment is represented
by a vector ofh dimensions, whera represents the number of different terms found on
the collection.

Since the model considers only terms explicitly found in doguments, it is lim-
ited, since human writing is characterized by an extensieeai synonyms and a good
number of terms is not relevant within a particular contétte probability that two
researchers use the same term to refer to the same concdtgrnidawer than 20%
[9]. Thus, a direct comparison of terms may not be suffici@stcause of this, new
approaches, based on ontologies, have been proposed.

According to Spasic et al. [9] the task of connecting texinfdrmation with an
ontology is arduous, but this connection can be reacheddghrterms; in other words,
it's the terms found in the texts that map the specific domaircepts, represented in
the ontology. In this context, the work of Yoo and Hu [10] déses the construction of
the vector space based on mapping terms into concepts oftalogy The proposed
process begins by the conversion of documents into an atkefpranat, reducing the
number of considered terms, removistgpwords, and selecting only terms between 1
and 3— grams (sentences composed by 1, 2 or 3 words) as term candidates.

Then, to incorporate the knowledge contained in the oniglogndidate terms of
the documents are mapped into concepts of the ontology. Bydhis, terms are re-
placed by concept descriptors which unifies synonyms amadla@kerms. For example:
with the use of the Medical Subject Headings (MeSH) ontologyms like “Cancers”,
“Tumors” and “Benign Neoplasms” are all identified by the ‘Gf#asms” concept de-
scriptor [10].

In the work by Hotho, et al. [2], different strategies aredstrgated for using on-
tologies in the construction of vector spaces. As with the/jmus work, concepts are
identified by entry terms, which can be the concept itselft®isiynonyms. The three



proposed strategies are: Add Concepts (“add”): Each vector is formed by adding
to the terms found in the document the corresponding coacH term found in the
text corresponds to an ontology concept, the concept iscatidihe vector (and so is
the term); (ii)Replace Terms by Concepts (“repl”): The second strategy consists on
replacing terms by their corresponding concepts (when éest). Terms that have no
corresponding concept on the ontology are still consideretthe document vector; and
(iii) Concept Vector Only (“only”): The third strategy is similar to the second, but in
this case, terms that have no corresponding concept on thiagy are discarded. The
resulting vectors are composed only of concepts from theadtoof the ontology.

3 Visual Analysis of Ontology Based Projections

The case study presented in this section aims at evaluatngse of ontologies for vec-
tor space construction in the context of Visual Text Minibiged concepts and strate-
gies are based mainly on the works of Spasic, et al. [9], Hahal. [2] and Yoo and Hu
[10], presented in the previous section. We chose a corp@®otiware Testing, which
has an already established ontology called OntoTest [1].

PEX, the software tool extended for this case study, is argeplatform for visual
mining and exploration of document collections, using teetur space model. Based
on the vector representation, distance between documerbanputed, resulting on a
distance matrix with high dimensionality — which makes itchéo accomplish good
2D representations of the information and may impair imetigdion. As an alternative,
dimensionality reduction techniques (projections) — eaast Square Projection (LSP)
and Interactive Document Map (IDMAP) [6] — are used, allogvimultidimensional
data to be displayed in a 2D space. Such projections are ddfiased on different
criteria, commonly trying to preserve distance relatiossMeen points on their original
multidimensional space.

In the extended PEX, the use of an ontology in the text minioggss is initiated
by loading an XML file containing the ontology. It containset sf concepts related
to a specific domain, where each concept has synonyms that itdl identification in
the text. The main role of the ontology is to distinguish tertinat represent relevant
domain concepts from terms that are considered irrelevahshould be discarded.

If an ontology is defined, a concept is identified in the texttbyown presence and
also by its synonyms. Thus, if a synonym of a concept presetita bag of words is
found in the text, then the concept frequency will be updatetliding the frequencies
of its synonyms. The result is a collection of [Concept, laetry] pairs, which is then
transformed into a weighted attribute-value vector. If atotbgy was not chosen, the
vector space is built as usual, with the document n-gramsdsvor phrases) extracted
from the text files and their frequencies (weights) cal@jlafter eliminating stopwords
and applying stemming.

It is important to notice that in both cases (with or withdug bntology), the final
product of this stage is the same — a distance matrix camifabm the corpus’ vector
space representation — so the rest of the tool's operatioains the same. To evaluate
how the use of an ontology on the vector space constructfectafvisual mappings,
several document maps were generated — with the new verskRiExo- and compared,



both with the common and the ontology-based vector spaceagpipes, as reported in
the next Section.

3.1 Case Study — Software Testing Domain

The corpus for the case study was composed of 118 articlieggated from five sys-
tematic reviews. The topic of the systematic reviews weeddlowing: Group 1 — In-
tegration Testing of Aspect-Oriented Programs; Group 2rfivation, Validation and
Testing of Web-Services Composition; Group 3 — Mutatiortifigsof Aspect-Oriented
Programs; Group 4 — Software Testing on Agile Methods; anol@5 — Quality of
Component-Based Software Development Processes. Eabbsa subsets of papers
was considered as a pre-classification of the corpus, andepassented in the projec-
tions by a different color, as follows: Group 1) dark bluepoGp 2) yellow, Group 3)
Green, Group 4) Red and Group 5) light blue.

The IDMAP technique and cosine as distance measure was oisprbfecting the
data points. To map documents’ terms into domain conceptentlogy of software
testing — called Ontotest [1] — was used. Different perspestinvolved in the test-
ing activity, such as techniques and criteria, human androzgtional resources, and
automated tools are explored in this ontology.

Visual analysis was adopted to evaluate the results, usieghmique of coordi-
nation by identity between different visualizations. Ttéshnique highlights the same
individuals in all current visualizations when they areesétd in one of them. For ex-
ample, one can see in Figure 1, a coordination between (aj@nelements of the
groupGl, selected in (a), are highlighted in (b). For each set ofstéwo projections
were created, one with and one without the use of the ontology

Evaluation of Case Study Projections: The coordinated view of the documents con-
tained in the set about “Integration Testing of Aspect-Giéd Programs” are repre-
sented in Figures 1 (a), (b), (c) and (d) (G1 or dark-blue {sdirtComparing the posi-
tions of documents in the alternate projections, it's gassio notice that in ontology-
based projections — on the left (Figures 1 (a) and (c)) — aihahe documents are
not tightly grouped (placed closely), there is an indicatdd two small groups and a
decrease in scattered points. On the other hand, in thectimje without the ontology
—on the right (Figures 1 (b) and (d)) — the documents are ediagpover the map.

The group of papers about “Verification, Validation and resof Web-Services
Composition” (G2 or yellow points) presented the best tesuth the points being
placed very closely in the ontology-based projection iruFégl (e). In contrast, in the
projection without ontology — Figure 1 (f) — the documents scattered in the center
of the map.

The coordination that refers to the set of documents on “Kartaesting of Aspect-
Oriented Programs” (G3 or green points) is shown in Figurdég)land (h). Again,
comparing the positioning of documents in the two projewijove conclude that in
the ontology-based projection — Figure 1 (g) — even thougldtdtuments are not com-
pletely grouped, there is a lower dispersion. On the othed hia the projection without
ontology — Figure 1 (h) — the documents are scattered thmutghe whole eastern re-
gion of the map.



« G1- Integration Testing
of Aspect-Oriented Programs

o G2- Verification, Validation and
Testing of Web-Services
Composition

o G3- Mutation Testing of
Aspect-Oriented Programs

* G4- Software Testing on Agile
Methods

° G5- Quality of Component-Based
Software Development Processes

Fig. 1. Coordinations between projections: with (left) and without (right) the ongolog

The other sets of documents, “Software Testing on Agile e (G4 or red
points) and “Quality of Component-Based Software DeveleptrProcesses” (G5 or
light-blue points), showed no significant positioning beén the projections (Figures 1
(i) and (j)), with documents appearing scattered in botlesal is worth noticing that
OntoTest does not have concepts related specifically taedearch themes involved in
these reviews.

Even considering the good results of the projections ptesesome points should
be noticed: (i) the rate of development of any research aaauwrn an ontology out-
dated or limited quickly, failing in the task of represemgtirelevant information from
more recent documents. Spasic, et al. [9] also warned thatogies become incom-
plete as a result of rapid expansion of knowledge, and thimésof the obstacles in
their use on text mining; and (ii) the absence of some cosamptkes document rep-
resentation difficult and, as consequence, affects the firegéction. The documents’
authors do not necessarily follow writing conventions & tintology, so it is possible
that there are key terms in the texts that are not identifiedrdfore, it is important for
the ontology to be flexible and to accept changes in the wgritirthe same concept.

An improved version of this case study is presented on thevfoig section, based
on the conclusions obtained. Some new concepts and synomgnasincluded in the
ontology to try to consider more of the new concepts expresgsthe corpus.



3.2 Improvements on the Case Study

The results presented in the previous section showed thattiset of documents about
“Software Testing on Agile Methods” were among the worstitsswhen using an on-
tology to support the projection. One of the possible catwethis is that the ontology
did not include concepts from the agile development dorm@meuments of this area
were not well represented by the ontology-based vectorespetiel. In order to con-
firm this hypothesis, some concepts specifically relatebeapile testing domain were
identified and Ontotest was updated to include them. Acogrth the work of Melnik
[5], the concept “Acceptance Tests” is used by many diffeagithors with many differ-
ent terms, for example: “functional tests”, “customers&stmong others. This concept
and all its synonyms were added to Ontotest, along with theejats “Test Driven De-
velopment” and “Agile Software Testing”.

To improve the visibility of the new results, 114 new documsestbout “Software
Testing on Agile Methods” were added to the corpus, whiclois nbomposed of a total
of 232 documents. Based on the new total number of docuntaetsSP technique and
cosine as distance measure was chosen for this new verstbe oése study, since it
generally presents better results than IDMAP for largea dets. The rest of the setup
for the projections was the same from the previous version.
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Fig. 2. New projection results: (a) without Ontotest, (b) with Ontotest without agikntpson-
cepts, and (c) after updating Ontotest with agile testing concepts

Results using the improved version of the ontology are showirigure 2, with
the coordinated view of the agile testing documents (higttéd red points in the three
images). The first two projections (Figures 2(a) and 2(pe&at the results from the
previous execution of the case study, using no ontology anal the original ontology
(without agile testing concepts), respectively. On theeptiand, the projection on Fig-
ure 2(c) — which uses the updated Ontotest — shows two mairoirements over the
two previous projections: the agile testing documents imecdensely grouped, unlike
Figure 2(b); and they are separated from the rest of the spymlike Figure 2(a).

It is important to notice that only three specific conceptsig a few synonyms —
were added to the ontology, and it was enough to improve antially the quality of
the projections for this domain. These satisfactory resmbtivated a new ontology
update and a new execution of the case study, this time byhgddincepts related



to three other subsets of documents: Group 2 — “Verificati@didation and Testing
of Web-Services Composition” (5 concepts added), Group Bldtation Testing of
Aspect-Oriented Programs” (4 concepts added) and Groupgduality of Component-
Based Software Development Processes” (20 concepts addediesulting projection
is shown in Figure 3.

Fig. 3. New projection result after updating Ontotest for the second time

The improvements in grouping and the separation of grougelfb{v) and 5 (light
blue) are visibly good, specially when compared to previassilts (Fig. 2). Groups 1
and 3 got mixed together in the middle of the projection, ptiip because their themes
are similar — testing techniques for aspect-oriented anogt

4 Conclusions and Future Works

This article presents a proposal for the use of ontologistead of corpus-extracted
vocabulary in the visual analysis of document collecticcemsidering not only the
terms explicitly found in the document but also informatiefated to the context and
the domain.

To implement the idea, the PEXx tool was adapted and a XML film&b was de-
fined for the storage of ontologies, with support for conseptd synonyms. The eval-
uation was conducted on a case study using a corpus from fives®® Testing corpus,
which had an already established ontology (OntoTest) ard-alpssification done by
researchers.

In general, one can see that the idea of using ontologiesgmive the visualization
of documents sets is promising. However if the informatiomdin is not effectively
represented, with all the possible variations of a conddptuse of an ontology can
impair the resulting map. Instead, if the field is effectwetpresented resulting maps
increase its quality.

Despite the improvements achieved, some problems andtions should be con-
sidered when one wishes to use ontologies to help the view.speed with which
research areas develop may lead to an ontology becominglgwigtdated, failing in
the task of representing relevant information from morenmclocuments.



As future work, similar case studies are planned to analyzerantology-based
vector space construction strategies, specially “reptl &@dd”, by Hotho, et al. [2].
Other types of knowledge represented in the ontologiese-Hi&rarchical relationships
between concepts — are also being investigated in the dafteisual mining.
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