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Abstract. Multi-document summarization is the automatic peitbn of a unique summary

from a collection of texts. This task has beconmg weportant, since it assists the information
processing in days where the amount of informaisogrowing considerably. In this paper, we
propose a statistical generative approach for mdlicument summarization. In particular, we
formulate the multi-document summarization taskgisi Noisy-Channel model. This approach
is novel for multi-document summarization and ipleses the process of summarization
through the analysis of factors, such as redundacegnplementarity and contradiction. In this
work, we model these factors using the Cross-dogti8teucture Theory.

1. Introduction

Multi-Document Summarization (MDS) is the proce$duoilding a summary from a group of
texts that have similar content (Mani, 2001; McKeaand Radev, 1995; Radev and McKeown,
1998). This task shows to be a very useful resoimca scenario where the information
available in the internet is growing exponentiabiyyd new technologies that deal with this
information are emerging.

MDS appeared as an extension of Single-Documentn&uimation, which its main
purpose is to build a summary from a single documidowever, MDS deals with different
phenomena such as redundant, complementary andradmbory information. These
phenomena appear because MDS treats various téktsliwerse writing styles and a common
topic. For example, if various newspapers are tappabout the earthquake in Japan, many of
them may overlap information about the epicenteilavbome others may contradict on the
number of deaths.

According to Mani and Maybury (1999), there are mvain approaches for Automatic
Summarization (single and multi-document summaiopat superficial and deep approaches.
Superficial approach involves statistical/empiricakthods (e.g. word frequency methods,
position of phrases/sentences in a text, etc.)ubadittle linguistic knowledge. These methods
are said to produce summaries of low quality, mutally they have a low processing cost and,
and they tend to be independent of the languagestigations in this line include works based
on simple word frequency methods, such as Luhn &) 9%dmundson (1969), Pardo et al.
(2003), Radev et al.(2000), and more complex megtibdt use machine learning techniques,
such as Kupiec et al. (1995), Mani and Bloedor®89Chuang and Yang (2000), Larroca et
al. (2002). On the other hand, deep approach iegomethods that use sophisticated linguistic
knowledge like grammars, semantic and/or discoumfegmation. Some relevant works in this
line include ontology-based investigations suchAtantenos et al. (2004), Afantenos (2007)
and Henning et al. (2008). Other important workguk® on semantic relations among
documents, which represent similarities, differeanaed complements among different sources
of information. Important investigations that ubege type of relations are: Mani and Bloedorn
(1997), Radev and McKeown (1998) and the works dbase the recently explored Cross-
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Document Structure Theory (CST) (Radev, 2000); sagiZhang et al. (2002), Otterbacher et
al. (2002), Jorge and Pardo (2010) and Mazierol.e(2810). CST proposes a set of 24
semantic-discursive relations that represent tbmfa involved in MDS.

Another way of classifying MDS methods is into Gextive or Discriminative
approaches (Ng and Jordan, 2001). In general ténnasgenerative approach, a model for some
particular task is learned from the joint probahilP(x,y) of inputsx and output labely.
Predictions are made by using Bayes Rule to cakué|y) and then choosing the most likely
y. This approach allows generating the observable dath permits the exploration of the
generation process of these data. On the other, hanthe discriminative approach, the
probability p(y|x) is modeled directly by mappingcd x to the correspondent y. This is a
common classification problem in which we want tetesmine the class of an element. A
generative approach for AS provides methods thaloex the summary building process,
generate various possible summaries and seardhdanost likely one given a text or cluster
of texts. On the other hand, a discriminative apphofor AS provides methods that directly
map a text (or group of texts) to the correspondenimary.

In the discriminative perspective, works like Sdeil and Kondadadi (2008) and Aker et
al. (2010) explore machine learning techniques wifferent textual features such as sentence
position, word-frequency, semantic information,. éicthe generative perspective, there are a
few works for MDS such as Haghighi and Vanderwe(#209) and Daumé Il and Marcu
(2006). Haghighi and Vanderwende explore generapis@babilistic models based on the
divergence of word distributions between summaaied document sets, while Daumé Il and
Marcu explore a Bayesian Model for query focusedIvD

The few investigations for generative and discrative approaches may reveal a
difficulty in exploring MDS through this approachihe reason for this may rely in the fact that
exploring the factors within MDS is a high-cost Kahat requires various resources (e.g.
annotated corpus, semantic-discursive parsers)gingvdeep information about these factors.

In this work we explore the generative process &iSvthrough the analysis of factors
like redundancy, contradiction and complementaaityl the formulation of MDS using the
Noisy-Channel model. We explore the content salactask for summary generation through
this model, by using CST semantic relations to espnt the MDS factors mentioned above.
This novel approach yields a theoretical generategning model for MDS, which may
improve its complexity by including more factorstive process. We expect this to be a matter
of interest for future investigations.

This paper follows with a review of previous wored a novel proposal for MDS,
particularly in sections 2 and 3 respectively.

2. Previous Work

Different areas in Natural Language Processing Ipawgcted their goals through a generative
perspective by using the Noisy-Channel model; faneple, Machine Translation (Brown et
al., 1993), Question Answering (Echihaby and Ma2@03), Sentence Compression (Knight
and Marcu, 2002) and Automatic Summarization (Dallirand Marcu, 2002).

The Noisy-Channel model is represented by a framewomposed of three parts: a
source, a noisy-channel and a decoder. This steugishowed in Figure 1.
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Figure 1: Noisy Channel Model

The noisy-channel works like this: a source produae original message which passes through
a channel where some noise occurs, and therefoterrapted message y is produced. The
decoding stage consists in recovering the moslylikgoriginal message), from a set of x’s,
giveny. This last stage is the focus of many applicatidrag tise this framework. This whole
process is formulated through the Bayes rule:

P(y1X)xP(x)

(1)
P(y)

P(xly) =

In this formula, P(x|y) is the probability of deting x giveny. In this probability, we want to
find the value o that maximizes the result of (1). For this, wed&v do the inverse calculus
first: P(y|x), which corresponds to the probabildfy occurring messagg given the original
message. Notice that P(y|x) is influenced by the noisedduced in the channel. At this point,
the generative process for any task consists iareing which possible noises could be
introduced inx so thaty is generated. It is also important to point oatttA(y) is going to be a
constant value when trying to find the x that maxas the result of P(x|y) for a given y. This is
because P(y) is an observed value for all the sietaMoreover, the probability P(x) may be
given by an adequate language model which variperding on the task where the noisy-
channel is applied.

As mentioned before, various works have used thisyNohannel model for different
tasks. In the line of AS one of the most importemvestigations using Noisy-Channel is the
proposal of Knight and Marcu (2002). In this woitke authors proposed a probabilistic model
for sentence compression that preserves the graoadigt and relevance of information. For
this aim, the sentence compression was modeledighra Noisy-Channel framework where
the original message is a compressed sentencep#isaes through the noisy channel and
produces a bigger sentence. Sentences are remedbrdugh syntactic trees produced by the
Collins’ Parser (Collins, 1997), and probabiliteae computed over the syntactic components
of the tree structure. The probabilities expregsdance of a component to expand in a bigger
component, which corresponds to the structure @fbiggger sentence. The method was trained
over the Zziff Davis corpus, which is a parallel mas of documents and abstracts. In this
corpus, the authors identified pairs of sentenoeiesponding to the abstract and the respective
document. This paring represents the original seeteand the compressed version. The
probabilities P(y|x) are computed during trainiSgme of the sentences of the corpus where
separated for testing. At this point, all possibdenpressions for each of these sentences were
generated, and then, the most likely one was chasearding to the model obtained at the
training phase. Results in this work showed thist itethod produces grammatical and relevant
sentences, in contrast with the sentences producedseline algorithms.

Another interesting work using Noisy-Channel is Beulll and Marcu (2002), on
document compression. The idea of the authors wawmddel the compression of a single
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document in a similar way to the work of Knight abharcu, but also using rhetorical
information. For this, the authors combined in daque structure the rhetorical structure
components of a text and the syntactic structurepoments of the elementary discourse units
(EDU) of the text. They first constructed the rhrtal tree for each text and, then, for each
EDU, a syntactical parsing was applied. The idea t@wamodel the expansion of a summary
into a bigger text by expanding the discourse dtuesits in the rhetorical tree of the summary.
The authors used a journalistic corpus in whichstexere paired with summaries and their
correspondent rhetorical trees, extended with ynéastic structure of each EDU. Their system
was evaluated with various baseline systems: huroampression, random drop-word system
and Concat (compresses all sentences of the telttie system of Knight and Marcu, and
then concatenates them). Results showed that uisegpurse information leaded to more
grammatical and coherent results when comparedttmeatic baseline systems.

Steinberger et al. (2010), in a similar way towwrks described above, proposed the use
of a Noisy-Channel model with a Phrase-Based appr@¢Brown et al., 1993) for sentence
reconstruction. The idea was to reconstruct seetent a summary turning them into bigger
sentences by introducing more elements. For teistesices were modeled as a set of words
without considering stopwords. Similar to the otegstems studied in this section, the authors
used a parallel journalistic corpus. Their systeas wvaluated against the systems participating
in TAC 2009, showing a good performance.

Other generative approaches like Haghighi and Viavelede (2009) and Daumé Ill and
Marcu (2006) do not use a Noisy-Channel model blyt in simple Bayesian statistics using
information gain measures such as Kullback—Leibleergencé

In the next section, a Noisy-Channel model for mddicument summarization is
described.

3. A Noisy-Channel approach for Multi-document Sumaization

Following the idea of other areas such as Stadistiglachine Translation, Sentence
Compression and Single-document Compression, wéhaesdoisy-Channel model for MDS.

When instantiating MDS in the Noisy-Channel framewave adequate it into the three
parts of the model: The source, the channel andddueder. Initially, we assume that our
source will produce a multi-document summary, whisha short text containing the most
relevant information from a group of texts on a sdopic. The probability for this summary is
expressed b¥(S)and it represents the chance of the summary todmd summary. In this
probability, many factors may be considered suchgrammmaticality, coherence, cohesion and
relevance of information. All these features argregsed through a language model for
summaries. This language model could be given,ef@mple, by any summary evaluation
metric such as Bleu (Papineni et al., 2002) or Rquin and Hovy, 2003).

In the next stage, the summamgsses through the noisrannelwhere some noise is
introduced, and so, a cluster (group) of textshedame topic is produced. This is expressed
through P(C|S), which is the probability of prodwgian expanded cluster of texts from a
summary. Finally, in the decoding stage the goaioixombine P(S) and P(C|S) to obtain
P(S|C), which is the formulation of the noisy chelnmodel for MDS through the Bayes Rule
(2). Here, a set of possible summaries will instdatthe Bayes Rule in order to obtain the best
summary, taking into account the probability P(GfSlculated in the channel model and the
language model P(S). The instantiated Noisy-Chamoelel for MDS is shown in Figure 2.

! Kullback-Leibler divergence is a non-symetric meadar calculating the difference between tworiisttions
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Noisy
Source |—— Summary——»{ Channel |—— Cluster

S C
P(S) P(CIS) P(C)

Figure 2: Noisy-Channel for MDS

PCI9xP(S)

O (2)

P(SIC) =

In this work we will concentrate on the exploratiohthe channel model, P(C|S), in order to
formalize a theoretical generative model for the $1Eask. For the moment, P(S) will be
considered uniform among different clusters of geX@imilarly, P(C) will not be taken into
account since it will be an observed value fortladl texts in the cluster. We detail the channel
model in the next subsection.

3.1 The Channel Model

In the context of MDS, we consider that “noise” kkbbe elements that emerge from multi-
document phenomena factors such as redundancy,l@oeptarity and contradiction. For
instance, let's imagine the next sentence as d siyyabthetical summary:

1) A massive 8.9-magnitude quake hit northeast dapaFriday, causing dozens of deaths.

This sentence could generate other complementéogniation in any of the original texts such
as,

2) The earthquake on March 11, 2011, resulted ftorast faulting on or near the subduction
zone plate boundary between the Pacific and Nontierca plates.

and/or redundant information,

3) The magnitude 9.0 Tohoku earthquake on March2D11, occurred near the northeast
coast of Honshu, Japan.

As it can be observed from the examples, the gémerprocess occurs when the information
of the sentences of a summary is expanded, by ribertion of new sentences that have
redundant, complementary and contradictory inforomatT his information can be given by any
model representing these MDS factors; in particuEBT provides this type of information,
through semantic relations across sentences ofpieutfocuments. For example, according to
CST, the second sentence of the example abovermé&slaboration” relation with the first
sentence, since the information of the second eddb® the content of the first one; in other
words, complementary information for the first ssme is given. Previous works on the topic
of MDS have shown that MDS factors can be modedtedugh CST (Jorge and Pardo, 2009;
2010; Maziero et al., 2010). For example, compldaamgrinformation can be modeled through
relations: Elaboration, Historical backgrounénd Follow upg redundant information can be
modeled through relationsgdentity, Equivalence, Subsumption, Overkapd Summary and
contradiction can be modeled throu@ontradictionrelation. In Figure 3, a small example
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shows how these relations occur in a group of seete from different texts from the same
cluster.

Elaboration

4L

Contradictiop

Elaboration Equivalence

Figure 3: Example of CST relations between sentence

In this example we can observe that sentence 5d@%8jadicts the information of sentences 2
and 4 (S2 and S4, respectively) which are simitatheir content; sentence 2 and sentence 3
(S3) elaborate the information in sentence 1 (S1).

In the generative process, each sentence of thenapms potentially expansible, since it
may produce extra sentences through any of theradescribed above. We can formalize this
generative process by establishing three initiadatoons:

= A summary is a set of sentences SS={,SS,SS}

= The original texts from which each summary comesnfform a cluster (group). This
cluster is a set containing all the sentences @fatfiginal texts: CS= {CS ...,CS}.
These sentences are influenced by the MDS phenofaetmas which should be made
explicit (e.g. sentences could be annotated with &fations).

= A set of MDS phenomena factors is given, F&{F. ,F}

Initially, the factors used in the generative psxean be represented by the CST relations, but
this is not mandatory since other forms of modetingse factors may be used. Once we have
established these points, we can formalize thergéwe process with the algorithm shown in
Figure 4.

For each sentenc8S of the summary
For each MDS phenomena facter
If F applies toSS then
create N sentences 88 that represent;
include the N sentences in @fgset

Figure 4: Algorithm for noise generation in MDS

To build this generative model, we consider havimgparallel multi-document corpus
containing clusters of texts annotated with MDStdex (e.g., sentences annotated with CST
relations) and their correspondent extractive suri@ga(summaries built with sentences
extracted from the original texts). Once we hawe ¢brpus available, P(C|S) is calculated by
multiplying probabilities describing the chanceafentence $$ generate a quantity N of
sentences through factor FFhis is formulated in (3)
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P(C[S) = [1 M P(N|SSiFj) 3)
j=1i=1

The value oP(N|S§F)) is obtained by dividing the number of summary eeoés generating N
sentences through factoy By the total number of summary sentencesils&e corpus. For
example, let's suppose there is a corpus contaisgmmary sentences, 2 of them generating
3 redundant cluster sentences; in this c&48|SSi, Complementarity} calculated by 2/6
which results in 0.33. In other words, the chanéeacsummary sentence to generate 3
complementary sentences is 0.33. The probabifitiethe three MDS factors are expressed in
(4), (5) and (6).

P(Nx | SS, Redundancy) 4)
P(Ny | SS, Complemerdrity) (5)
P(Nz | S$, Contradicion) (6)

A probability P(F|SS) is associated to each probability template, ireotd express the chance
of a summary sentence to be associated to ther fgctbhis is obtained dividing the number of
sentences associated tplfy the total number of cluster sentences @®erated by SS-or
example, let's suppose we have a corpus contaiaicgrtain number of Cluster Sentences,
which 4 of them are associated to the Complemewttactor out of 6 generated by summary
sentences associated to any other MDS factor, B{@omplementarity|$Sis 4/6. In other
words, the chance of a summary sentence to gensgatences by Complementarity factor is
0.66 The union of the probabiliti®N|S§ F) andP(F|SS) is expressed in (7), (8) and (9).

P(Nx | SS, Redundancy x P(RedundancyS$) (7)
P(Ny | SS, Complemeratrity) x P(Complemenarity | SS) (8)
P(Nz | SS, Contradicion) x P(Contradicion | SS) 9

Another generative factor considered in our mosgéhe location of the cluster sentences. For
this, we associate a probabilR¢N|S$Location),which expresses the chance of §herating
a number N of sentences at a particular locatiothe texts. For instance, three possible
locations are considered: “Begin”, “Middle” and “&n The first sentence of a text is
considered to be located at “Begin”, the last serges said to be located at “End”, and all
other sentences are located at “Middle” in the.t€kie value ofP(N|S$Location)is obtained
diving the number of summary sentences generatirgubler sentences abcation by the
total number of summary sentences in the shooation For example, let's consider a corpus
containing a certain number of Cluster Sentencesf,tBem generated by anydnd 2 out of
those 3 are generated at the beginning of a tesm, the value of P(2|SSi,Begin) is 2/3 or 0.66.
In other words, the chance of a summary sentencgeterate 2 cluster sentences at the
beginning of the texts is 0.66.

It is important to say that not all Cluster Sentnare generated by the factors
mentioned above. For this reason, we introdB¢H|None)which is the probability of N
sentences being generated without the influencangfof the factors mentioned above or by
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some still unknown factor. The value BfN|None)is obtained dividing the number of cluster
sentences associated to none of the MDS factothebtptal number of cluster sentences.

The union of all of the probability templates désed above formulates P(C|S). This is
shown in (10).

M
P(C|S) = _|‘|1P(Nx | S$, Redundancyx P(RedundancyS$S)
1=

x P(Ny | SS$, Complemerarity) x P(Complemerarity | SS) (10)
x P(Nz | S$, Contradidibn) x P(Contradicion | SS)
x P(Nu| SS,Begin) x P(Nv| S$,Middle) x P(Nw| SS$,End) x P(N | Nong

The calculus of (10) is done for one single CluStemmary, in a real scenario, the counts must
be done for every possible summary and the onenbgaa higher value will be the most
suitable summary for the given cluster, this isdbeoding task.

3.2. A brief example
Let’s consider an example of a two-text clusterchitis shown in Figure 5.

Text 1 Text 2 Summary
< Elaboratiol —*
S1T1 »S1_T2
S2.T1 Follow up S2 T2 S1.T1
Contradictiol
»S3 T2 S1 T2
S3.M Historical background - -

Figure 5: Example of a multi-document cluster with correspondent summary

For the training of the channel model (describethi previous sub-section), we assume that
the example in Figure 5 represents a hypothetaalliel corpus annotated with CST relations.
It can be observed that the parallel summary igxdrmct that contains two sentences of the
cluster: sentence 1 of Text 1(S1_T1) and senterudel &xt 2 (S1_T2).

Having this corpus, we learn the probabilities, eilhare the model parameters. As an
example of this training, we show in Figure 6 sarhthe probability values that were extracted
from the example in Figure 5.
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P(0|SSi,Redundancy=2/2=1

P (0] SSi,Complemerarity) = 0/2 = 0.0000001
P (0| SSi,Contradicion) =1/2= 0.5

P(1] SSi,Contradicion) =1/2=0.5

P(1] SSi,Begin)=1/2=0.5
PP(Complerantarity| SSi)=3/5= 0.6
P(Contradition | SSi)=1/5=10.2
P(Redundaey | SSi) = 0/5 = 0.0000001..etc

Figure 6: Probability values for example in Figure 5

It is important to notice that some probabilitiedl wbtain value 0, since they may represent
patterns that don't occur in the corpus. In thisegcave smooth those values by assigning a very
small value close to 0, for example 0. 0000001cdh also be used more sophisticated
smoothing techniques, but this will be exploreduiture works.

Once we have these parameters trained, we do thedlidg process. In this stage we
generate all possible extractive summaries forvargicluster and instantiate into the P(S|C)
formula. In this case, P(S|C) will be the same @9% since we are considering P(S) uniform
and P(C) constant. Notice that different summawiéksproduce different probability values.
For example, let's consider the candidate summatieand 2 in Figure 7, and their
correspondent values for P(Summary 1|C) and P(Suyr2ji@) in Figure 8.

Summary 1 Summary 2

S2 T1 S3 T2

Figure 7: Candidate summaries for example in Figure 5

P(SummarylC) = P(C| Summaryl)}=

P(0]| S2_T1,Complemerdrity) x P(0| S2_T1,Contradicion)

x P(0| S2_T1Redundancyx P(Complematarity | S2_T1)

x P(Contradition | S2_T1)x P(Redundagy,S2_T1)

x P(0]| S2_T1Begin)x P(0| S2_T1Middle)x P(0| S2_T1,End)
x P(6| None)
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P(Summary3 C) = P(C| Summary2y

P(0| S3_T2,Complemerdrity) x P(1]| S3_T2 Contradicion)

x P(0| S3_T2,Redundancyx P(Complematarity | S3_T2)

x P(Contradttion | S3_T2)x P(Redundaay | S3_T2)

x P(1)| S3_T2,Begin)x (P(0| S3_T2Middle)x P(0| S3_T2,End)
x P(5| None)

Figure 8: Values for P(Summary 1|C) and P(Summary 2|C)

Summary 1 is composed by only one sentence of hhtec, S2_T1, which generates 0
complementary sentences (sentences that compleéheentformation of S2_T1), 0 redundant
sentences and O contradictory sentences. In coeseguit generates 0 sentences at the
“Beginning”, “Middle” and “End” locations. And therare 6 sentences generated without any
influence of the MDS factors. On the other handnBwary 2 is composed by sentence S3_T2
which generates 1 contradictory sentence, 0 comgitary sentences and 0 redundant
sentences. It generates 1 sentence at the “Begihfirsentences at the “Middle”, O sentences
at the “End” and 5 sentences are generated withmuinfluence of the MDS factors.

After doing all the calculations, we obtain a vabfe3x10* for P(Summaryl1|C) and a
value of 15x1d"* for P(Summary2|C). In this example, Summary 2 atiopms Summary 1,
which means Summary 2 is the best summary accotdingr model. It is important to notice
that the probability values are very small; thisyniee because this hypothetical corpus is
composed by a small number of sentences and déitdaemil to be sparse. This may be a
problem since small values may be rounded to Zara.real scenario, these values will tend
not to be too small, since there will be much mexamples in the corpus and smoothing will
be carried out.

4. Final Remarks

In this paper we have presented a Noisy-Channekhfod multi-document summarization by
considering the MDS phenomena factors as paramdéterdhe generative approach. In
particular, it was illustrated a modeling of thdaetors using semantic-discursive information
provided by CST and some other superficial featwesh as sentence position. The main
contribution of this work is a theoretical model fgenerative MDS using the Noisy-Channel
framework. One of the main advantages of this mal#iat it allows exploring the process of
summary generation by analyzing different factotsclv may be represented by CST or any
other semantic-discursive model. Another advantdgkeis model is that it allows searching for
the most likely summary by exploring the factorattimfluence in the informativeness of these
summaries. This is the first generative approacbuih Noisy Channel. In future works we
intend to turn this initial idea into a more sopitgted model that includes rhetorical
information and more text surface characterisii¢s.also plan to investigate the most adequate
Language model for P(S), so we can look for thetrtikely summary not only in terms of
informativeness, but also in terms of grammar, oedes, cohesion, etc.

Besides the advantages of this model, some limitatihave to be pointed out. For
example, in an eventual empirical evaluation ofrtiealel, the training and testing will be done
on extract summaries only, since with extracts gasier to explore the generation of sentences
through CST relations. Another limitation is thatetgeneration of sentences does not
distinguish among texts, in other words, a setenftences is generated without distinguishing
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to which text the sentence belongs to. Finallpther disadvantage is the cost of the decoding
process, since for every summary has to be ca&llB{S|C) and depending on the database
size this can be a very expensive task.
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