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Abstract. The alignment of syntactic trees is the task of aligning the internal and
leaf nodes of two sentences in different languages structured as trees. The out-
put of the alignment can be used, for instance, as knowledge resource for learn-
ing translation rules (for rule-based machine translation systems) or models
(for statistical machine translation systems). This paper presents some experi-
ments carried out based on two syntactic tree alignment algorithms presented
in [Lavie et al. 2008] and [Tinsley et al. 2007]. Aiming at improving the perfor-
mance of internal nodes alignment, some approaches for combining the output
of these two algorithms were evaluated in Brazilian Portuguese and English
parallel trees.

1. Introduction
The alignment of syntactic trees is the task of aligning the internal and leaf nodes of two
sentences in different languages structured as trees. More specifically, the parallel sen-
tences are represented by syntactic trees generated separately for the source and target
languages. From this pair of syntactic trees, automatic methods determine the correspon-
dences between source and target nodes (internal and leaf ones). The alignment produced
by the automatic methods can be very useful for Machine Translation (MT).

This paper, therefore, proposes the combination of two syntactic tree alignment
methods —[Lavie et al. 2008] (a bottom-up approach) and [Tinsley et al. 2007] (a top-
down approach) — aiming at improving their performance evaluated on Brazilian Por-
tuguese (pt) and English (en) pair of languages. Moreover, some lexical alignment filters
are proposed to filter out the misaligned leaf nodes. The investigated hypotheses are: (i)
it is possible to combine the baseline alignment methods and their features and also (ii) a
good lexical alignment of leaf nodes can improve the quality of internal nodes alignment.

2. Related Work
According to related work, it is possible to note that the alignment of syntactic trees is
divided in two steps. First, the lexical alignment is applied to align the leaf nodes, then,
the other (internal) nodes are aligned. Furthermore, there is a wellformedness criterion
for creating internal alignments which states that an ascendant node in the source tree may
only be aligned with an ascendant node in the target tree, regarding the previously aligned
node. The same is true for descendant nodes: a descendant node in the source tree can
only be aligned with a descendant node in the target tree.
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After the alignment of leaf nodes, the internal nodes are aligned following various
approaches and distinct criteria. For instance, the method presented in [Lavie et al. 2008]
assigns a prime number to each pair of aligned leaf nodes in source and target trees based
on the lexical alignment. This alignment is propagated to the highest nodes in a way that
the ascendant nodes receive the product of their children, and the internal nodes of both
trees with the same resultant value are aligned.

Similarly, in [Tinsley et al. 2007] the alignment of internal nodes is ac-
complished using the alignment probabilities of leaf nodes generated by GIZA++
[Och and Ney 2003]. In this case, the product of the probabilities of lexical align-
ment (not prime numbers as [Lavie et al. 2008]) is assigned to parent nodes. In
[Menezes and Richardson 2001] and [Groves et al. 2004], the proposed methods auto-
matically align fragments of the source tree with the equivalent target tree fragment
quickly and consistently using a best-first approach and composition rules. Some other
methods, such as [Marecek et al. 2008] and [Tiedemann and Kotzé 2009], use different
resources for the alignment of syntactic trees as: prefix analysis, part-of-speech and orga-
nization of words in the sentence (linear position).

For the experiments presented in this paper, the baseline models were imple-
mented based on [Lavie et al. 2008] and [Tinsley et al. 2007] mainly because they do not
require rich resources such as [Marecek et al. 2008] neither use manually created compo-
sition rules as [Menezes and Richardson 2001] and [Groves et al. 2004].

3. Models for Aligning Parallel Syntactic Trees
3.1. Model 1 – Based on [Lavie et al. 2008]
Following an idea similar to that described in [Lavie et al. 2008], our implementation
(model 1) assigns prime numbers to each pair of aligned terminal nodes1. For those non-
aligned terminal nodes, model 1 assigns the value 1 and for those nodes with multiple
alignments, it assigns the product of the prime numbers of each alignment.

Then, in a second step, the values are propagated to the internal nodes (a bottom-
up approach): the value assigned to a parent node is the product of the values assigned to
its child nodes. Finally, the value of each node in the source tree is compared to the values
of each target node and the source and target nodes with the same value are aligned.

3.2. Model 2 – Based on [Tinsley et al. 2007]
As proposed in [Tinsley et al. 2007], the model 2 uses the probability generated by
GIZA++ [Och and Ney 2003]. For each node in the source tree, model 2 calculates the
alignment probability regarding each target node in the parallel tree. These values are
organized in a matrix and, in each interaction, the pair of nodes with the highest score
is aligned. The restriction of aligning each node only once has also been followed. So,
different from model 1, model 2 only generates 1-to-1 alignments.

3.3. Models 3-5
Aiming at improving the performance of baseline alignment models, three extended mod-
els were implemented as shown in Figure 1. Note that the input of all extended models is
the output of model 1 and model 2.

1The original model presented in [Lavie et al. 2008] uses prime factorization.
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Model 3 is the union between model 1 and model 2, and was implemented in an
attempt to improve the recall of the parallel syntactic tree alignment process by joining the
output of both baseline models. Model 4, in turn, implements the intersection between
the alignment generated by models 1 and 2. By doing so model 4 tries to improve the
precision of the parallel syntactic tree alignment process and it is composed by all the
pairs of parallel nodes aligned by both models and not only one of them as in model 3.

Finally, model 5 is the merge of models 1 and 2. In this case, the merge is the
application of model 2 to filter out ambiguous alignments generated by model 1: when a
node has more than one alignment (remember that model 1 is able to generate 1-to-many
alignments), model 5 outputs only the one aligned by model 2.

Figure 1. Diagram of the five syntactic tree alignment models

3.4. The Lexical Alignment Filters
The lexical alignment was generated by the union of GIZA++’s output in source-target
and target-source alignment directions. This union-alignment was evaluated regarding
the aligned terminal nodes in the gold standard and achieved 74.63% precision, 93.42%
recall and 82.97% F-measure. In order to improve the lexical alignment automatically
generated by GIZA++, two new features were defined to filter the alignments based on
their part-of-speech or neighborhood.

In the part-of-speech filter, the labels of each leaf node of the source and the target
syntactic trees are compared. If they belong to different groups of labels extracted from
the lexical alignment of the gold standard, the alignment between them is filtered out. The
neighborhood filter, in turn, allows only alignments between source and target nodes that
occur in similar positions in source and target trees, respectively. By doing so, we try to
solve some ambiguities in the lexical alignment filtering out the less probable ones.

4. Experiments and Results
The experiments were carried out in a Brazilian Portuguese (pt) and English (en) parallel
corpus containing 108 pairs of syntactic trees. These trees were generated by syntactic
parser for pt [Bick 2000] and en [Collins 1999], separately. These trees represent sen-
tences derived from articles of the Pesquisa FAPESP2 Brazilian magazine. From this test
corpus, a gold standard manually aligned by a human expert was produced to serve as
reference in the automatic comparison.

2http://revistapesquisa.fapesp.br.
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Table 1 shows the precision, recall and F scores for the five models. The eval-
uation was performed considering the 1-to-many alignments (1:n) of model 1 (lines 1,
3-4) and also restricting this model to provide only the 1-to-1 alignments (1:1, lines 5-8).
In the left part of this table we can see the results using the GIZA++’s union of source-
target and target-source lexical alignments; and on the right, GIZA++’s output filtered by
part-of-speech and neighborhood filters.

Table 1. Precision, recall and F scores for models 1-5
GIZA++ GIZA++ & Filters

Precision (%) Recall (%) F (%) Precision (%) Recall (%) F (%)
Model 1 (1:n) 94.09 82.63 87.99 91.64 86.97 89.24
Model 2 (1:1) 91.47 76.96 83.59 92.81 76.77 84.03
Model 3 (1:n) 91.10 91.88 91.49 90.91 93.48 92.18
Model 4 (1:n) 95.22 67.71 79.14 93.94 70.25 80.39
Model 1 (1:1) 96.84 66.67 78.97 95.59 69.59 80.54
Model 3 (1:1) 91.81 87.91 89.82 92.74 89.24 90.96
Model 4 (1:1) 97.36 55.71 70.87 96.34 57.13 71.73
Model 5 (1:1) 94.59 72.62 82.16 93.05 75.83 83.56

From this table it is possible to notice that, as expected, model 4 (intersection)
improved the precision of the baseline models (1 and 2) while model 3 (union) improved
their recall. These results confirm our first hypothesis since we see that it is possible to
combine the baseline alignment methods and improve their performance.

Regarding our second hypothesis, applying the filters on GIZA++’s output lead to
a better lexical alignment precision but a worser recall.3 The better precision in lexical
alignments improved the recall of internal nodes alignment since the 93.48% of recall
in model 3 (1:n) was the best recall achieved in our experiments. However, the same
improvement was not achieved for the precision of internal nodes alignment.

5. Conclusions and Future Work

In this paper, we evaluated some models to automatically align the internal nodes of two
parallel syntactic trees. The best precision (97.36%) was obtained by the intersection
(model 4) while the union (model 3) achieved the best recall (93.48%) and F (92.18%)
scores. Model 5 was not the best in any measure, but it improved the precision of model
1 mitigating the decline in recall of model 4.

The next steps in this research are: (i) to apply the best models in the whole corpus
of 16,994 pairs of Brazilian Portuguese-English parallel syntactic trees, (ii) to extract
translation rules from the aligned parallel trees and (iii) to apply the extracted rules in a
machine translation system.
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3The application of both filters (part-of-speech and neighborhood) lead to an improvement of 10 points
(from 74.63% to 84.91%) in precision and a decaying of 2 points in recall (from 93.42% to 91.91%) in the
lexical alignment of GIZA++ (the union of both directions).
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