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Abstract. This paper describes ongoing research in order to enhance our Do-
main Knowledge Manager (DKM) that is a module of a multi-propose Spoken 
Dialogue System (SDS) architecture. The application domain is materialized as 
an arbitrary set of devices, such as household appliances, providing useful tasks 
to the SDS users. Our main contribution is a DKM advisor service, which sug-
gests the best task-device pairs to satisfy a request. Additionally, we also pro-
pose a DKM recognizer service to identify the domain’s concepts from a natu-
ral language request. These services use as knowledge source a domain model, 
to obtain knowledge about devices and the tasks they provide. The implementa-
tion of these services allows the DKM to provide a high-level and easy to use 
small interface, instead of a conventional service interface with several remote 
procedures/methods. These services have been tested into a domain simulator. 
Our contributions try to reach SDS domain portability issues. 

1   Introduction 

This paper describes our contributions to enhance a Domain Knowledge Manager 
(DKM) that is a module of a generic multi-propose Spoken Dialogue Systems (SDS) 
architecture [1][2].  

Our main contribution is an advisor service that suggests the best task-device pairs 
to satisfy a request formalized in a list of domain’s concepts. Additionally, we also 
propose a recognizer service to identify the domain’s concepts from a natural lan-
guage request.  

We propose these services to be built-in the DKM, which handles a domain model 
that includes representations of devices and the tasks they provide, such as household 
appliances. The implementation of these services allows the DKM to offer a 
high-level and easy to use small interface. 

2   Background 

SDSs have been defined as computer systems with which humans interact on a 
turn-by-turn basis and in which spoken natural language plays an important part in 

Proceedings of the International Joint Conference IBERAMIA/SBIA/SBRN 2006 - 4th Workshop in
Information and Human Language Technology (TIL’2006), Ribeirão Preto, Brazil, October 23–28, 2006.
CD-ROM. ISBN 85-87837-11-7

1



the communication [3]. The main purpose of a SDS is to provide an interface between 
a user and a computer-based application such as a database or expert system. There is 
a wide variety of systems that are covered by this definition, ranging from ques-
tion-answer systems that answer one question at a time to “conversational” systems 
that engage in an extended conversation with the user. 

Traditionally, the SDSs have been built by expert developers, with hand-crafting 
of domain-specific knowledge and functionality [4]. As the underlying technologies 
matured, the scientific community became increasingly interested in making these 
systems portable and configurable by novice developers. 

Only in the last decade, with major advances in speech technology, have 
large-scale working systems been developed and, in some cases, introduced into 
commercial environments. Nevertheless, many implementations of Dialogue Manag-
ers (DM) perform input interpretation, output generation, and domain dependent 
tasks. This approach may easily lead to situations in which the DM is a monolithic 
component. Monolithic components make it harder to build modular, distributed 
systems, and reusable components. 

Fig. 1 shows a modular SDS architecture where the DM is the main actor, used to 
coordinate SDS’s modules: Speech Recognition, Language Understanding, External 
Communication, Response Generation, and Speech Output (see McTear [5] for a 
survey). 

 
Fig. 1. Architecture for Spoken Dialogue Systems. 

The role of the DM module differs slightly between different SDS architectures, 
but its primary responsibility is to control the flow of the dialogue by deciding how 
the system should respond to a user utterance. This is done by inspecting and contex-
tually specifying the information produced by the Language Understanding module. 
If some information is missing or a request is ambiguous, the DM specifies clarifica-
tion questions that are posed to the user. When the request is completed and unambi-
guous, the External Communication module access, classically, a background system 
and an answer is produced. As a basis for this process, the DM has a dialogue model, 
a dialogue history, and a domain model that typically includes a task model. 

Quesada et al. [6] describe a SDS in the D’Homme project that is specifically de-
signed for interacting with a background system composed by a set of devices includ-
ing household appliances. 

A quantity of commercial systems is being built to handle dialog with household 
appliances. Some examples include the Linguamatics Automated House, the Smart-
Kom Home/Office, the Fluency House, and Voxi Smart Homes. As these are com-
mercial systems, they do not report vital information about their mechanisms. 



3   Portability 

One of our first steps towards portability of SDSs was introduced in [7] enabling 
plug-and-play reconfiguration and modularity. Our recent research effort identifies 
the need for a more flexible and easy to use way to access the knowledge of a SDS 
application domain [8]. 

In order to develop a DM that easily can be customized to new domains and in 
which different dialogue strategies can be explored, the DM should only be con-
cerned with phenomena related to the dialogue with the user. It should not be in-
volved in the process of accessing a background system or performing domain rea-
soning. A separate module, the DKM, should carry out these features. A DKM is in 
charge for retrieving and coordinating knowledge from the different domain knowl-
edge sources and application systems naturally named background system. The DM 
can deliver a request to the DKM and in return expects an answer retrieved from the 
background system. If a request is under-specified or contains inconsistencies from 
the DKM’s point of view, a specification of what clarifying information is needed 
will be returned to the DM. 

In this context, the use of a SDS architecture that includes a DKM seems to be a 
key enabler to achieve domain portability and easy configuration [9]. Fig. 2 shows the 
generic SDS architecture diagram used as reference to report our work. In this dia-
gram, Xn represents a generic device and A, B, C, and D are other modules of the 
SDS. 

 
Fig. 2. Generic Architecture for Spoken Dialogue Systems.  

This diagram shows the DKM working as a broker interacting with a set of hetero-
geneous devices. First, the user’s request is processed using the recognizer service to 
identify the list of domain’s referred concepts. Second, the DM accesses the DKM for 
obtaining the appropriate task-device pair. For this, the DKM uses the advisor service 
to deliver the best task-device pairs. Finally, when the request is completed and un-
ambiguous the DM calls the DKM that invokes the selected task supported by the 
associated device. 



4   Domain Model 

This section tries to give an overview of the most relevant components of the domain 
model used as knowledge source by the advisor and recognizer services. For the sake 
of space, a detail description of content of the components will be omitted. 

The main goal of the DKM is to support the communication interoperability be-
tween the SDS and the set of heterogeneous devices. To achieve this goal, the DKM 
includes a domain model with three independent knowledge components: 
DISCOURSE model, WORLD model, and TASK model. This domain model archi-
tecture was adapted from Unified Problem-solving Method Development Language 
(UPML) [10] and is explained in [11] [12]. 

DISCOURSE Model 
A concept is an atomic knowledge unit. The DISCOURSE model defines a concep-
tual support, grouping concept declarations, used to describe device classes, devices, 
and the tasks they provide. 

The concepts are organized in four groups of collections. The general group main-
tains all the collections. The task group contains two collections action and perception 
that holds the task names. The quantity group contains two collections number (inte-
ger, real, positive, integer, …) and measure (time, power, …). The attribute group 
contains collections of concepts that are usually attributes (color, shape, texture, …). 
The artifact group contains the set of device/artifact classes (artifact, equipment, ap-
plication, furniture, appliance, …) that can by referred in the type hierarchy. 

In order to guarantee the availability of vocabulary to designate the domain’s con-
cepts, the concept declarations include linguistic resources. This approach tries to 
reach the ubiquitous essence of natural language. Although, the coverage of hand-
made resources such as WordNet [13] in general is impressive, coverage problems 
remain for applications involving specific domains or multiple languages. 

Unlike a terminology-inspired ontology [14], concepts are not included for com-
plex terms (word root or stem) unless absolutely necessary. For example, an item 
such as “the yellow house” should be treated as an instance of a “house”, having the 
color “yellow” without creating a new concept “yellow house”. 

A linguistic descriptor linked to a concept declaration holds the list of terms or 
more generically, the list of Multi-Word Unit (MWU) [15]. A MWU list contains 
linguistic variations used to refer a concept, such as synonymous or acronyms. Each 
word, has a part of speech tag, such as noun, verb, adjective or adverb; a language 
tag, such as “pt”, “br”, “uk” or “us”; and a group of selected phonetic transcriptions. 
For instance, if the language tag of a word is “pt” its phonetic transcription is encoded 
using the Speech Assessment Methods Phonetic Alphabet (SAMPA) for European 
Portuguese [16]. 

The concept declaration can also refers optionally semantic resources. A semantic 
descriptor has references to internal or external knowledge sources, for instance, an 
ontology or a lexical database, such as WordNet. The knowledge sources references 
must be unique, because we cannot have in the domain model same meaning twice. 

The references to knowledge sources must be encoded using a data format allow-
ing a unique identification of the concept in the knowledge source. The data format of 



the knowledge source reference do not need to be universal, it is enough to keep the 
same data format for a particular knowledge source. We recommend the use of a 
generic Uniform Resource Identifier (URI) format to encode the references to knowl-
edge sources.  

WORLD Model 
The WORLD model has two components: type hierarchy and mediator. The type 
hierarchy organizes device/artifact classes, for instance in a home environment, de-
vice class may be either an appliance, or a light, or a window, or a table. The media-
tor manages device instances linked to their classes. 

TASK Model 
The TASK model contains task descriptors (Tn) that are associated to device (Xn) 
instances through links (Tn  Xn). We consider two kinds of tasks: action and per-
ception. A perception task cannot modify the state of the device, on the other hand an 
action task can. A task descriptor is a semantic representation of a device capability 
and has a name and optionally an input list, an output list, and assumptions. The task 
name is a concept from the predefined task group of concepts. Table 1 depicts a task 
descriptor where the “*” means mandatory fulfilling. 

Table 1. Device Task Descriptor 

SSlloott  VVaalluuee  
name* ID-Task 

name* ID-Attribute 
range* ID-Attribute 
restriction rule input role 

default ID-Value 
other input roles … 

input list 

pre-condition rule 
name* ID-Attribute output role 
range* ID-Attribute 

other output roles … 
output list 

pos-condition rule 
initial condition rule assumptions 
final condition rule 

The input list, that describes the task input parameters, has a set of optional input 
roles. An input role, that describes one input parameter, has a name, a range, a re-
striction, and a default. The name and range are concepts from the attribute group. 
The restriction is a rule that is materialized as logical formula and is optional. The 
range rule and the restriction rules define the set of allowed values in task parame-
ters. For instance, if the range is a positive integer and we want to assure that the 
parameter is greater than 5, then we must indicate the restriction rule: “name > 5”. 
The default optional slot of the input role is a concept member of the quantity group. 
If the default is not provided the input role must be filled. 

The output list, that describes the output parameters, has a set of optional output 
roles. An output role, which describes one output parameter, is similar to an input 
role without restriction rule and default. 



The rules in the task descriptor allow three kinds of validation: restriction rule to 
perform individual parameter validation, pre-condition to check input parameters 
before task execution, and pos-condition to check output parameters after task execu-
tion. Restriction can refer the associated input role, pre-condition can refer task input 
role names and pos-condition can refer output role names. Assumptions perform state 
validation: the initial condition (to check the initial state of the world before task 
execution) and the final condition (to check the final state of the word after task exe-
cution). Assumptions can refer role names and results of perception task calls. 

The state of the world is composed by all device states. The state of each device is 
obtained by calling the provided perception tasks. For instance, if the request is 
“switch on the light”, we have to check if the “light” is not already “switched on” and 
after the execution, we have to check if the “light” has really been “switched on”. 

5   Advisor 

This section describes the DKM advisor service, proposed to suggest the best 
task-device pairs to satisfy a request formalized in a list of domain’s concepts. The 
ideas behind this service are based on the relative weight of each concept that figures 
in the request. Two independent ranking, for tasks and devices, support the sugges-
tion for the best task-device pairs.  

The ranking points are determined considering three heuristic values: nABase, 
nTBase, and nTUnit. The nABase value is determined by the maximum height of the 
domain model type hierarchy plus (1) one. The nTBase value is determined by the 
maximum number of task roles (arguments) plus (1) one. The nTUnit value is con-
stant and equal to 3 (three) that are the number of ways to reference a task role (by 
name, range, or value). The advisor service uses as input a list of pivot concept. The 
pivot concepts references to tasks and devices are converted, following the next rules, 
into points that are credited to the respective device or task rank. 

The rank of a device is modified according to the rules: 
1. If the pivot concept refers a device name, the value nABase*2 is credited 

in the respective device rank; 
2. If the pivot concept refers a device class name, the value nABase is cred-

ited in the respective device rank; 
3. If the pivot concept refers a device super-class name, the value nABase-n 

is credited in the respective device rank, where n is determined by the 
number of classes (in the type hierarchy), between the device class and 
the referred super-class. 

The rank of a task is modified according to the rules: 
4. If the pivot concept refers a task name, the value nTBase*nTUnit is cred-

ited in the respective task rank; 
5. If the pivot concept refers a task role name or a task role range, the value 

nUnit/2 is credited in the respective task rank; 
6. If the pivot concept refers a task parameter, the value nTUnit/3 is credited 

in the respective task rank. 



Finally, the task-device pairs are composed selecting the tasks with the best rank 
and the devices, which provide the tasks, with the best rank. 

6   Recognizer 

This section describes an additional DKM service, proposed to recognize the do-
main’s concepts from a natural language request. The recognizer service receives a 
request and split its words into groups, trying to obtain a match against the linguistic 
descriptors in the domain model. 

Fig. 3 shows a schema with 
four iterations involved in the 
processing of the request 
“open the kitchen tap”. 

The list of recognized con-
cepts can be directly used by 
the DM to fill the list of pivot 
concepts indicated as input to 
the advisor service. However, 
the DM can remove or add 
new concepts into the pivot 
concept list, according to its 
own dialogue strategies or 
knowledge sources, for in-
stance the dialogue history. 

A better version of the rec-
ognizer service can also accept 
annotated natural language 
requests, including part of 
speech tags and specific pho-
netic transcriptions of some 
words, in order to solve poten-
tial linguistic ambiguities. 
 

The words of the request are grouped from the left to the right. Each group of 
words is processed in several interactions. The first step of an iteration uses a group 
of W words (MWU candidate). The second step uses a group of W-1 words, and so 
on. The maximum length of a group of words, represented in the domain model, de-
termines the value of W. When a group of words matches a MWU in a concept lin-
guistic descriptor, the concept is recognized and these words are removed form the 
request. When the group as only one word the word is removed form the request. The 
process stops when the request is empty.  

 
Fig. 3. “open the kitchen window”. 



7   Examples 

Our current research is supported by our own environment simulator, in which we are 
using and testing the proposed services. This simulator allows the debug of an in-
voked task and the simulation of the interaction with a particular device. With this 
simulator, we can activate and deactivate devices, execute the tasks, obtain the an-
swers and observe the behavior of the devices. We can also consult and print several 
data about the device interfaces.  

Fig. 4 and 5 are screenshots (windows) of our home environment simulator, devel-
oped originally for Portuguese users. 

Fig. 4. Water Faucet Simulator. 
 

Fig. 5. Microwave Oven Simulator. 

Fig. 4 presents a water faucet (tap) simulator where the selected temperature is  
30 ºC and the water volume is 25 %. Fig. 5 shows a microwave oven simulator con-
figured to defrost codfish, where the selected cooking period is 8 minutes and the 
power is set to defrost. According to the knowledge represented into the domain 
model of the simulator, we have determined the value for nABase that is equal to 5 
and the value for nTBase that is equal to 4. 

Fig. 6 and 7 illustrate the processing of two requests combining the use of the rec-
ognizer service with the use of the advisor service.  

Fig. 6 shows a diagram where is illustrated the processing of a simple request “de-
frost codfish in microwave oven”. The concept recognizer service identifies three 
concepts: 57 - “defrost”, 16 - “codfish”, and 91 - “microwave oven”. In order to de-
termine the best task-device pair, the advisor service applies its rules to each one of 
the pivot concepts. Rule 4 applied to concept, with the ID 57, adds 12 points in the 
rank of the task, with the ID 100029. Rule 6 applied to concept, with the ID 16, adds 
1 point in the rank of the same task. Finally, Rule 2 applied to concept, with the ID 
91, adds 5 points in the rank of the device, with the ID 9. The reference to the device 
class “microwave oven” becomes a reference to the device with the name 
“mmoulinex”, because we have only this microwave oven represented in the domain 
model. 

Fig. 7 shows a diagram where is illustrated the processing of another request “in-
crease 5 ºC on kitchen tap”. The concept recognizer service identifies four concepts: 
13 - “increase”, 100057 - “5”, 105 - “ºC” (Celsius degrees), and 100002 - “kitchen 
tap”. Rule 4 applied to concept, with the ID 13, adds 12 points in the rank of the task, 
with the IDs 100008 and 100010. Rule 6 applied to concept, with the ID 100057, 
adds 1 point in the rank of the task, with the ID 100010. Rule 5 applied to concept, 



with the ID 100002, adds 1.5 points in the rank of the tasks, with the IDs 100008 and 
100004. Finally, Rule 1 applied to concept, with the ID 100002, adds 10 points in the 
rank of the device, with the ID 2. This example, demonstrates the use of the advisor 
service to select the right task (100010) among others (100004, 100008, …). 

 
Fig. 6. “defrost codfish in microwave oven”. 

 
Fig. 7. “increase 5 ºC on kitchen tap”. 

8   Concluding Remarks and Future Work 

The work reported in this paper is a significant contribution to improve the flexibility, 
and simultaneously the portability, of the SDS multi-propose architecture being de-
veloped in our lab. In this paper, we have devised two services to enhance a DKM in 
order to offer a high-level easy to use small interface, instead of a conventional ser-
vice interface with several remote procedures/methods.  

The SDS research issues should be specified according to the purpose for which 
the SDS is intended. If the goal is to make the system work in the field, then perform-
ance and real time operation become key factors, and the dialogue manager should 
drive the user to speak in a constrained way. Under these circumstances, the interac-
tion model will be simple. In this context, the employ of the advisor service will be a 
bit inefficient because of the processing time wasted applying all the advisor rules to 
all pivot concepts. In order to get better the performance of the advisor service should 
be used an index table to keep the advisor rules results. For each concept, an index 
table maintains the points to credit to a specific device or task rank. 

Our approach simplifies the interface of the DKM, which is an important feature to 
split dialogue (linguistic) and domain issues. We have presented this subject focusing 
on examples, according to the domain model maintained into our simulator. The pre-
sented ideas have been applied, with success, in a domain materialized as a set of 
heterogeneous devices that represents a home environment.  

As future work, we expect to explorer these ideas, more deeply, applying them into 
a richer domain model trying to cover new perspectives. 
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